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O–O bond formation in ruthenium-catalyzed
water oxidation: single-site nucleophilic attack vs.
O–O radical coupling

David W. Shaffer, Yan Xie and Javier J. Concepcion *

In this review we discuss at the mechanistic level the different steps involved in water oxidation catalysis

with ruthenium-based molecular catalysts. We have chosen to focus on ruthenium-based catalysts to

provide a more coherent discussion and because of the availability of detailed mechanistic studies for

these systems but many of the aspects presented in this review are applicable to other systems as well.

The water oxidation cycle has been divided in four major steps: water oxidative activation, O–O bond

formation, oxidative activation of peroxide intermediates, and O2 evolution. A significant portion of

the review is dedicated to the O–O bond formation step as the key step in water oxidation catalysis.

The two main pathways to accomplish this step, single-site water nucleophilic attack and O–O radical

coupling, are discussed in detail and compared in terms of their potential use in photoelectrochemical

cells for solar fuels generation.

1. Introduction

The development of artificial photosynthesis (AP) is of para-
mount importance for a sustainable energy future that satisfies
the growing worldwide energy demands while alleviating global
climate change and preserving our ecosystems.1–7 As a result of its
importance, the topic has been extensively reviewed,4,5,8–15 and a
variety of systems and device architectures investigated.2,3,6,10,14,16–24

Catalytic approaches for fuel and oxidant formation vary from
semiconductors and metal-oxides5,12,20,23 to more bio-inspired
molecules and assemblies.3,4,11,15,18,25–28 One of the many
challenges in realizing a useable device is developing catalysts
that are efficient, stable, and active under conditions that are
also favourable for the other parts of the device.29

Water oxidation catalysis (WOC) is at the heart of this
challenge as the ideal source of electrons and protons required
for the conversion of solar energy into energy stored in chemical
bonds. WOC has been identified as a rate-limiting bottleneck in
AP,4,30 and acid-stable catalysis is a key area for potential impact
in AP-relevant electrocatalysis and photoelectrocatalysis.16,29,31

Water oxidation is an energetically demanding and mechanisti-
cally complicated reaction that requires the loss of 4H+ and 4e�

with the formation of an O–O double bond.
In nature, water oxidation takes place in the oxygen evolving

complex (OEC) in photosystem II (PSII).32–40 The OEC is a
Mn4Ca cluster in close proximity to a tyrosine–histidine pair,

which mediates the oxidation of the OEC by oxidized chloro-
phyll a (P680+) through a series of proton-coupled electron
transfer (PCET) steps. The Mn4Ca cluster acts as a reservoir for
the four oxidizing equivalents required for WOC, and redox
levelling enabled by PCET results in the four single-electron
oxidations of the OEC being within ca. 130 mV of one another.27,41

PCET is made possible by the drastic decrease in pKa of Mn-bound
water and hydroxide upon oxidation.27,42

Two general types of mechanisms have been proposed for
the initial formation of the O–O bond in water oxidation by the
OEC. In one mechanism this key step involves an O–O radical
coupling interaction of two metallo–oxyl radicals (I2M), with
different variants existing regarding which two radicals are
involved in the coupling.38,43–45 The second type of mechanism
involves water nucleophilic attack (WNA) by a water molecule on
an electrophilic MnV–oxo or MnIV–oxyl, with different variants
proposed regarding whether this water molecule is free46 or
Ca-bound.47–50

Related mechanisms for O–O bond formation are known for
artificial molecular catalysts. These are shown in Scheme 1 and
discussed in detail in the following section. Intramolecular
O–O coupling through interaction of two metal–oxos (i-I2M)
has been proposed for dinuclear Ru catalysts51–59 and inter-
molecular (or bimolecular) O–O coupling (I2M) has been reported
for [Ru(bda)(L)2], (bda is 2,20-bipyridine-6,60-dicarboxylate; L is a
monodentate ligand).60–63 O–O bond formation in the latter system
also takes place via radical coupling of two RuV–oxo moieties with
significant RuIV–oxyl character, but in this case this key step is
bimolecular.61 After many years of considering that two metal sites
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are required for WOC, the first well-defined molecular water
oxidation catalyst, [(H2O)Ru(bpy)2(m-O)Ru(bpy)2(OH2)]4+ (the blue
dimer),64 is now believed to follow a WNA mechanism.65–68 The
WNA pathway is generally believed to be operative for most
mononuclear catalysts, including [Ru(tpy)(bpy)(OH2)]2+ and its
derivatives.69–71

Many reviews are available in the literature covering
water oxidation catalysis with molecular catalysts in a compre-
hensive way,72–86 including some focused on ruthenium-based
catalysts,87–93 on surface-bound catalysts,94,95 on comparing
different chemical oxidants,96 and on differentiating homo-
genous and heterogeneous catalysis.97

In this review we focus on detailed mechanistic understand-
ing of ruthenium-based molecular water oxidation catalysts
and how this understanding can be used to design improved
catalysts. We address here the four major stages of the water
oxidation catalytic cycle outlined in Scheme 1, including
(1) oxidative water activation, (2) O–O bond formation, (3) oxidative
activation of peroxide intermediates, and (4) oxygen evolution.
For each stage, we identify different catalytic pathways, provide
prototypical catalyst examples, and consider strategies to
accelerate catalysis. Our main focus is the key O–O bond
formation step: What are the known mechanisms for this step?
How are they optimized? What are their advantages and
disadvantages? What fraction of the catalytic activity of a homo-
geneous catalyst is retained on the ‘‘heterogenized’’ version on
an electrode surface? What types of catalysts are better suited for
incorporation into solar cell devices?

2. Water oxidation mechanisms

In this review, catalysts will be classified based on how the O–O
bond is formed.68,76,98 From this perspective, there are two
major classifications of water oxidation catalysts: (1) those for
which the O–O bond is formed between an electrophilic metal–
oxo and a nucleophilic water molecule (WNA), and (2) those for
which the O–O bond is formed between two M–O units with
radical character (I2M). Discussed in detail below, it is important

to make a clear distinction between the mechanistic classifica-
tion (WNA, I2M), the nuclearity of the catalyst (mononuclear,
dinuclear, multinuclear), the number of active metal sites
(single-site, two-site), and the molecularity of the mechanism
with respect to catalyst (unimolecular, bimolecular). This section
briefly reviews the two mechanisms, shown in Table 2, and key
terminology, listed in Table 1.

2.1. Nuclearity, active sites, and molecularity

Catalysts are often categorized by their nuclearity, the number
of metal centres per catalyst molecule. Mononuclear catalysts
have a single metal centre, dinuclear catalysts have two, and
multinuclear catalysts, such as structural OEC mimics,83 have
several. A catalyst can follow either of the aforementioned WOC
mechanisms, regardless of the number of metal centres per
molecule. This is illustrated by the examples in Table 2.

A related, but distinct, classification for catalysts is the
number of metal centres that actively participate in catalysis,
active sites. Active participation can be considered to be direct
involvement in key activation and bond-formation steps, not
including secondary interactions as a proton or electron relay.
Catalysis does not necessarily involve active participation by
all of the metal centres in a molecule. On the other hand, it
may require multiple active metal centres from independent
molecules. The term single-site catalysis indicates that the
catalytic cycle can be completed with the participation of a
single metal centre, though the term is sometimes unsuitably
(in our opinion) used to mean mononuclear, which is often but
not necessarily applicable. The only widely accepted mechanism
for single-site water oxidation is the nucleophilic attack by a
water molecule at an electrophilic metal–oxo (WNA), thus these
two terms (single-site and WNA) are essentially interchangeable
in this context. Single-site intramolecular O–O coupling from
a bis-hydroxo or bis-oxo is possible, but to the best of our
knowledge there is only one experimental example.99 A precise
counterpart to single-site is two-site. This is not a commonly
used term in WOC because there is only one established two-site
mechanism, which is more specifically referred to as the radical
O–O coupling interaction of two metal–oxos (I2M). Table 2
illustrates the O–O bond forming step in each of these mechan-
isms for both mononuclear and dinuclear catalysts and provides
examples of each.

Finally, the molecularity is defined by the number of catalyst
molecules required to complete the catalytic cycle. Though
catalytic cycles contain many different reaction steps, it is most
useful to differentiate them based on the overall molecularity
with respect to the catalyst. The single-site WNA mechanism
is typically unimolecular with respect to the catalyst. Also
unimolecular are dinuclear two-site catalysts that utilize both
of their metal sites in an intramolecular I2M cycle (i-I2M).
A more commonly seen term is bimolecular, which strictly
denotes a step involving two molecules, and in the context
of WOC indicates that the catalytic cycle requires an inter-
molecular interaction between two catalyst molecules. A mono-
nuclear or dinuclear catalyst requiring the coupling of two
independent catalyst molecules is bimolecular. Table 2 indicates

Scheme 1 Overview of water nucleophilic attack (WNA) and oxo–oxo
coupling (I2M) mechanisms for water oxidation catalysis.
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the molecularity of the various mechanistic possibilities rele-
vant to WOC.

2.2. Mechanistic understanding driving catalyst design

A general consensus existed for many years in the water
oxidation literature that two or more catalytic sites are required
to make the O–O bond.100,101 As a result, many catalytic systems
have been designed to bring two metal centres into close proximity
in order to promote intramolecular O–O coupling.51,57,64,102–107

In recent years, evidence for the expected i-I2M mechanism has

validated this approach in several of these systems.53,55,56,59,108

On the other hand, the mechanism of water oxidation by the
blue dimer, first reported in 1982,64 was debated well into the
2000s.65,66,109 The current interpretation that it goes through a
WNA pathway was partly informed by work on mononuclear
catalysts.65,66,110

After receiving relatively little attention in the 1980s and
1990s,111,112 a mechanistic understanding of mononuclear
ruthenium water oxidation catalysts began to develop in earnest
in the late 2000s. Thummel and co-workers reported water

Table 2 Representative O–O bond formation steps for water oxidation via water nucleophilic attack (WNA) and interaction of two metal–oxos (I2M) for
mononuclear and dinuclear catalysts, including for each case the molecularity with respect to catalyst and examples. BL represents a bridging ligand, L is
a pyridine-like ligand. See Charts 1–3 for structures

Catalyst
nuclearity

Mechanism

Water nucleophilic attack (WNA, single-site) Interaction of two metal–oxos (I2M, two-site)

Mononuclear
Unimolecular, base-mediated atom-proton transfer (APT)
examples: [RuV(tpy)(bpz)(O)]3+ (5), [RuV(bpa)(L)2(O)]� (9)

Bimolecular, intermolecular
examples: [RuV(bda)(L)2(O)]+ (8),
trans-{[RuIV(tpym)(O)]2(m-bpp)}3+ (13)

Dinuclear

Unimolecular, intramolecular atom-proton transfer (i-APT)
example: [(O)(bpy)2RuV(m-O)Ru(bpy)2(O)]4+ (blue dimer)

Unimolecular, intramolecular I2M (i-I2M)
examples: [RuII

2(O)2(3,6-Bu2Q)2(btpyan)] (11),
{[RuIV(tpy)(O)]2(m-bpp)}3+ (12)

Table 1 Terms and definitions relevant to water oxidation mechanisms

Mononuclear catalyst Catalyst molecule with a single metal centre

Dinuclear catalyst Catalyst molecule with two metal centres

Single-site catalysis Catalysis in which all steps occur at a single metal centre

Two-site catalysisa Catalysis which requires participation of two metal sites, contained in a single catalyst
molecule or in separate catalyst molecules

Unimolecular catalysisa Catalysis with no steps involving more than a single catalyst molecule

Bimolecular catalysis Catalysis that includes a bimolecular step between two independent catalyst molecules

Atom-proton transfer (APT) Transfer of a heavy atom, such as O, with concerted proton transfer to a base

Intramolecular atom-proton
transfer (i-APT)

APT in which the heavy atom donor and proton acceptor are parts of the same molecule

Water nucleophilic attack (WNA) Nucleophilic attack by a water molecule on an electrophilic metal–oxo, forming an O–O bond via APT

Interaction of two metal–oxos (I2M) O–O bond formation between two metal–oxos, typically with radical character

Intramolecular interaction of two metal
oxos (i-I2M)

I2M where the two metal–oxos are contained in a single catalyst molecule

Proton-coupled electron transfer (PCET) An oxidation or reduction that coincides with loss or gain, respectively, of a proton

Intramolecular proton-coupled electron
transfer (i-PCET)

PCET in which the proton donor and acceptor are parts of the same molecule

a Two-site catalysis and unimolecular catalysis are not commonly used in regards to water oxidation catalysis, but are presented here as more
precise counterparts to single-site catalysis and bimolecular catalysis, respectively.
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oxidation catalysis by mononuclear ruthenium catalysts but
their initial reports did not establish whether these catalysts
were pre-catalysts to multinuclear species that then followed
intramolecular catalysis, were bimolecular catalysts, or acted as
single-site catalysts.102,113 A first-order catalyst dependence was
established in 2008, leading to the proposal of a single-site
mechanism invoking a water nucleophilic attack on a RuVIQO4+

intermediate.114 Nevertheless, the proposed mechanism
involved two very high energy and likely unreachable species:
[RuIV(py)6]4+ and [RuVI(py)6(O)]4+ (py6 represents six coordination
sites occupied by pyridine-like ligands). Concurrently, Meyer and
co-workers demonstrated a new single-site WNA mechanism,69

which was further developed in a number of follow-up
studies.87,115–117 The key aspect of the mechanism is O–O bond
formation via concerted oxygen atom proton transfer (APT) from
a RuVQO intermediate to an incoming water molecule with
concerted proton loss to an external base.70,92,118 This nomen-
clature originates from the analogy of this reaction to previously
studied oxygen-atom transfer reactions from RuIV–oxos to
phosphines,119–122 and dimethylsulfide and dimethylsulfoxide,123

and it is the equivalent of the WNA pathway proposed for the
OEC. Understanding the APT step has allowed for new catalysts
to be developed that facilitate the O–O bond forming step by
incorporating a proton acceptor into the secondary coordina-
tion sphere, enabling intramolecular APT (i-APT).124–127

A short time later, additional mononuclear ruthenium-based
catalysts were reported by the groups of Sakai and Sun, both of
which proposed new WOC mechanisms. Sakai showed first-order
catalyst dependence for mononuclear ruthenium–polypyridyl
complexes,128,129 and later proposed O–O bond formation via
radical coupling between a ruthenium–oxyl and a cerium–
hydroxyl.130,131 A new family of catalysts incorporating anionic
ligands was developed by Sun.60 These remarkably fast catalysts
were the first mononuclear catalysts shown to use the I2M
mechanism to form O2, and the family remains among the best
water oxidation catalysts known to date.61,132 The transition
state (TS) interactions in the oxo–oxo coupling step have been
probed theoretically and experimentally, leading to further
optimized catalysts.132–135

2.3. The single-site WNA mechanism

Single-site O–O bond formation has been proposed for mono-
nuclear,71,79,136,137 multinuclear,64,66,67 and nanoparticle138,139

catalysts. The key step involves the attack of a water molecule
on an electron-deficient metal–oxo species, with simultaneous
proton transfer to a hydrogen-bound proton acceptor, to
generate a hydroperoxide intermediate.69,70,114 The left side of
Table 2 shows the O–O bond-forming step for representative
mononuclear and dinuclear catalysts. There are many potential
proton acceptors, such as a water molecule,116,117 the basic
form of a buffer,70,94 strategically positioned bases,124,127 or
another metal–oxo group.52,64,66,67 At high pH, the concen-
tration of hydroxide is sufficient for it to act as the nucleophile
without an additional base, making the term WNA a bit of a
misnomer under these conditions.

Catalytic rates for single-site catalysts can be limited either
by an oxidation step,124 by the O–O bond forming step, or by
the O2 release step.70,116 Each step in the cycle has a first-order
dependence on catalyst, and the oxidation steps are also first-
order in oxidant. These catalysts tend to be slower than I2M
catalysts. This is in part due to the higher potentials required to
produce a sufficiently electrophilic metal–oxo. The O–O bond
forming step can be accelerated by increasing the basicity or
effective concentration of the proton acceptor (the pH need
not necessarily change).70 Any PCET oxidation steps can be
similarly accelerated.

2.4. The two-site I2M mechanism

As opposed to the electrophilic metal–oxos that favour the WNA
mechanism, the I2M mechanism is favoured by more electron-
rich catalysts that have more oxyl radical character in their
activated state. These catalysts have more electron density
around the ruthenium centre, which results in the population
of orbitals with Ru–O antibonding character. Because of their
reactive nature, the RunQO/Run�1–O� state of these catalysts are not
easily characterized, and the contribution of the oxyl radical configu-
ration is typically invoked based on DFT calculations.52,55,59,61,63,140

Experimental evidence of ruthenium(IV)–oxyl character has been
reported for other systems.141–143 When the O–O bond is formed
by the coupling of two metal–oxyl radicals, a peroxo bridge
between the two metal centres is formed. As shown on the right
side of Table 2, this process can occur intramolecularly (i-I2M) in
multinuclear complexes,52,53,58 a cluster,144 or a nanoparticle,145

or intermolecularly (bimolecular I2M) between two indepen-
dent molecules.60,61,132,146

The rate-determining step in these systems may be an oxida-
tion step, the oxo–oxo coupling step, or the O2 release step.61,98

Because bimolecular steps are more sensitive to catalyst concen-
tration, catalysts requiring an intermolecular coupling step will be
rate-limited by that step at low enough catalyst concentration.98

This step can be accelerated by increasing favorable secondary
interactions between molecules, with particular attention to the
expected TS geometry.132,135,147 Thermodynamic stabilization can
only go so far; any organized TS between two molecules will have a
significant entropic penalty.135 This is avoided by including the
two metal centres in a single dinuclear catalyst, with the trade-offs
being additional synthetic challenges and additional constraints
on the active site geometry.52,58 The latter may be alleviated by
more flexible assemblies.105,148

2.5. Other mechanisms

There are a couple of other WOC mechanisms that have been
proposed, but are not discussed in detail here because they are
not widely applicable to many catalysts or conditions.

A catalyst with two oxo or hydroxo groups in a cis arrange-
ment may be able to undergo intramolecular O–O coupling at a
single site. To the best of our knowledge, there are just two
accounts of this. The first is an experimental study by Milstein and
co-workers where O–O bond formation occurs in a [(L)Ru(OH)2]
pincer complex, ultimately generating 0.5 equivalents of O2.99

Isotopic labelling studies with 18O support the intramolecular
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nature of the O–O bond formation step, which was proposed to
release H2O2. Nevertheless, in this study the O–O bond formation
is initiated by irradiation and the involvement of hydroxyl radical
cannot be ruled out. The second example is a theoretical study
by Baik and co-workers on a cis-MnV(O)2 complex, which was
proposed to generate an Z2-O2 via a high-spin intermediate.149

This mechanism has not yet been well-established and the only
experimental example is believed to proceed through dispro-
portionation of H2O2.

An alternative radical O–O coupling mechanism has been
proposed by Sakai and coworkers, in which the coupling occurs
between RuVQO and CeIV–OH.130,131 This mechanism is diffi-
cult to experimentally differentiate from the WNA mechanism
because they obey the same rate law, which is first order in
catalyst and first order in cerium(IV). In any case, it is not widely
applicable as it could only be available under specific condi-
tions with cerium(IV) as a sacrificial oxidant.

3. Water activation

The initial phase in any WOC mechanism requires the first
water molecule to be oxidatively activated, resulting in a metal–
oxo or metal–oxyl.150 This typically involves several oxidative
steps and the binding of water, if it is not already bound. PCET
oxidations, involving protons from the water or from the
catalyst molecule itself, serve to temper the oxidation potentials
that would otherwise be demanding to reach a highly oxidized
metal–oxo.151 A generic overview of the pathways for oxidative
water activation is shown in Scheme 2.

Catalysts whose rate is limited by one of these steps will obey
the rate law in eqn 1, which shows the first order dependence
on both catalyst concentration and oxidant concentration.
We will use rate constants of the general form kx,y, where x is
the reaction order with respect to catalyst and y is the reaction
order with respect to oxidant, and assign an activity of 1
to water.

rate = k1,1[Ru][oxidant] (1)

Most ruthenium-based water oxidation catalysts are six-
coordinate RuII complexes with a pseudo-octahedral geometry
due to the high stability of the d6 electronic configuration for
these complexes. There are two general cases based on the

presence or absence of a water molecule as one of the ligands in
the initial coordination environment.

3.1 Catalysts with pre-coordinated water

In the first case, five of the six coordination sites in the
octahedron are occupied by ancillary ligands (often involving
a number of pyridine rings) and the sixth coordination site is
occupied by a water molecule, [(L5)RuII(OH2)](n�1)+.

3.1.1 RuIII/II couple. The first step in the oxidative activa-
tion of the first water molecule is the oxidation of RuII to RuIII.
The rate constant for electron transfer from RuII–OH2

(n�1)+, kIII in
eqn (2), is typically very fast regardless of the electron acceptor
(the anode in electrochemical experiments or a sacrificial
oxidant in chemical or photochemical experiments). The resulting
RuIII–OH2

n+ species is a stronger acid than the original
RuII–OH2

(n�1)+ species by several pKa units and it is in acid–base
equilibrium with the corresponding RuIII–OH(n�1)+ species,
eqn (3). The rate constants for the acid–base equilibrium depend
on the nature and concentration of the proton acceptor. Whether
the RuIII/II couple is a PCET or stepwise process depends on the
redox potential for the couple, KaIII, and pH.

ðL5ÞRuII �OH2

� �ðn�1Þþ�!kIII
�e�

ðL5ÞRuIII �OH2

� �nþ
DGðIII=IIÞ

(2)

ðL5ÞRuIII �OH2

� �nþÐ
KaIII

ðL5ÞRuIII �OH
� �ðn�1ÞþþHþDGðKaIIIÞ

(3)

Typical examples of this case are [RuII(tpy)(bpy)(OH2)]2+

(1, tpy is 2,20:60,200-terpyridine; bpy is 2,20-bipyridine)152 and
[RuII(Mebimpy)(bpy)(OH2)]2+ (2, Mebimpy is 2,6-bis(1-methyl-
benzimidazol-2-yl)pyridine),115,116,118 shown in Chart 1. For the
sake of simplicity, we will use numerals to represent all oxidation
states of the catalysts (i.e. the overall catalytic systems) and use
formulae to describe specific species. Sakai and co-workers

Scheme 2 Pathways for oxidative activation of water by ruthenium-
based catalysts.

Chart 1 Chemical structures of [RuII(tpy)(bpy)(OH2)]2+ (1), [RuII(Mebimpy)-
(bpy)(OH2)]2+ (2), and [RuII(tpy)(Mebim-py)(OH2)]2+ (3).
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reported 1 as an active water oxidation catalyst in 2009.128

Berlinguette et al. studied in detail the influence of electron-
donating and electron-withdrawing groups on catalytic activity
of analogues of 1.153–155 Both 1 and 2 display reversible one-
electron RuIII/II couples, with E1/2 values 1.06 V and 0.82 V,
respectively, at pH 1.0 (all potentials discussed here are referenced
to NHE unless otherwise specified).115,156,157 The Mebimpy ligand
in 2 is more electron-rich and has higher energy p* orbitals
than tpy, allowing less dp–p* back bonding than in 1. This
results in a lower E1/2 for the RuIII/II couple for 2, and a more
stable RuII in 1. The electron-rich ligand in 2 also affects the pKa

of the bound water molecule, stabilizing RuIII–OH2
3+ with respect

to RuIII–OH2+: pKaIII is 1.6 for 1 and 2.5 for 2. Below pKaIII, the
couple is RuII–OH2

2+ to RuIII–OH2
3+ (eqn (2)), and above it is a

PCET oxidation RuII–OH2
2+ to RuIII–OH2+ (eqn (2) + eqn (3)).

Pourbaix diagrams plotting E1/2 vs. pH are convenient for
examining the relationship between oxidation potentials and pKa

values. The 1e�/1H+ PCET nature of the RuII–OH2
2+/RuIII–OH2+

couple at intermediate pH for 1 and 2 is indicated by a slope
of approximately 59 mV pH�1 above their pKaIII in the Pourbaix
diagrams in Fig. 1.

To control catalysis, it is desirable to have independent control
over these two interconnected factors (E1/2(RuIII/II) and pKaIII). The
protonation state of the RuIII form of the catalyst affects a number
of aspects of the water activation steps, as discussed further
in Section 3.1.2. The catalyst [RuII(tpy)(Mebim-py)(OH2)]2+

(3, Mebim-py is 3-methyl-1-pyridylbenzimidazol-2-ylidene, see
Chart 1)118,158,159 is a good example of increasing pKaIII without
affecting E1/2(RuIII/II). As in 1, the low-lying p* orbitals in tpy
stabilize RuII through dp–p* back bonding. The carbene ligand
is also a good p-acceptor, but its strong s-donation trans to the
aqua ligand significantly stabilizes RuIII–OH2

3+ with respect
to RuIII–OH2+. Illustrated in the Pourbaix diagram in Fig. 1,
this results in an increase of pKaIII from 1.6 for 1 to 5.5 for 3,
a difference of B4 pKa units, while the E1/2 value for RuIII/II at
pH 1.0 remains similar at 1.11 V for 3 and 1.06 V for 1. It is also

important to note the steep divergence between the RuIII–OH2
3+/

RuII–OH2
2+ and RuIVQO2+/RuIII–OH2

3+ potentials below pKaIII.
The 2H+/1e� nature of the latter couple causes E1/2 to change by
120 mV per pH unit, and the higher RuIV/III potential contributes
to a stronger driving force for oxidation, which is discussed
further in Section 4.1.1. Thus, the ligand properties can be tuned
to affect other aspects of catalysis without significantly changing
the RuIII/II potential.

Factors affecting the RuIII/II potential and pKaIII also play a
role in promoting or counteracting deleterious anion substitu-
tion for water (anation) in RuIII–OH2. Shown in eqn (4), buffer
anions can displace the neutral aqua ligand in ruthenium(III)
complexes. This is particularly problematic in complexes with
a stable RuIII–OH2

3+: those with a high E1/2(RuIII/II) that are
more electrophilic, and those with a high pKaIII that disfavour
RuIII–OH2+. Anation is a reversible equilibrium, but it delays
further catalysis and the reverse reaction can become rate-
limiting. Such is the case for 1 and the blue dimer.66 Though
3 has an even higher pKaIII, the carbene’s strong s-donation
increases the lability of the water/anion binding site, increasing
the rate of the reverse reaction and offsetting the negative
effects of anation.

ðL5ÞRuIII�OH2

� �nþÐ
kX

k�X
ðL5ÞRuIII�X
� �ðn�1Þþ þ H2O DGðXÞ

(4)

In contrast to the strongly donating Mebim-py ligand in 3,
strongly withdrawing ligands are associated with a low pKaIII

and a high E1/2(RuIII/II). Though increasing the RuIII/II potential
seems counterproductive, it in fact provides an alternative path
for oxidative activation that precludes anation. As discussed
above, electron-withdrawing ligands with low-lying p* orbitals
effect a low pKaIII, favouring the deprotonated RuIII–OH2+ form
over RuIII–OH2

3+. While these catalysts have a higher RuIII/II

potential, the resulting RuIII–OH2+ is more easily oxidized than
RuIII–OH2

3+ and sufficiently withdrawing ligands can lead
to a situation where the RuIV/III oxidation is more facile than
the RuIII/II. For example, [RuII(tpy)(bpm)(OH2)]2+ (4, bpm is
2,20-bipyrimidine) and [RuII(tpy)(bpz)(OH2)]2+ (5, bpz is 2,20-
bipyrazine), which are shown in Chart 2, both have pKaIII values
below 0, and RuIII–OH2+ is the dominant form from pH 0 to 14.69,160

The result is that E1/2(RuIV/III) is less positive than E1/2(RuIII/II) and
disproportionation of RuIII–OH2+ to RuII–OH2

2+ and RuIVQO2+ is

Fig. 1 Pourbaix diagrams showing the pH-dependent behaviour for the RuIII/II

(solid lines) and RuIV/III (dashed lines) couples for [RuII(tpy)(bpy)(OH2)]2+

(1, black), [RuII(Mebimpy)(bpy)(OH2)]2+ (2, red), and [RuII(tpy)(Mebim-py)(OH2)]2+

(3, blue).118,156
Chart 2 Chemical structures of [RuII(tpy)(bpm)(OH2)]2+ (4) and
[RuII(tpy)(bpz)(OH2)]2+ (5).
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spontaneous. The oxidation effectively becomes a 2H+/2e� process
in the presence of an anodic potential or excess oxidant.

3.1.2. RuIV/III couple. The importance of the RuIII to RuIV

oxidative activation step has been overlooked in the literature.
It is the rate-limiting step of the water oxidation cycle for many
catalysts.161 However, because the following oxidative activation
step from RuIV to RuV often takes place at a higher potential, this
final step is often assigned as rate limiting. The RuIV/III couple is
typically kinetically inhibited for several reasons, including its
high potential, proton loss, and formation of a double bond to
oxygen.161–163 Cyclic voltammograms for these complexes typi-
cally exhibit kinetically distorted waves for the RuIV/III couple.157

This is in contrast to the oxidation of RuIVQO2+ to RuVQO3+,
which involves very little reorganization and can be faster than
the RuIV/III oxidation even in the presence of a high anodic
potential or excess oxidant.

For catalysts 1–5, RuIV–OH3+ is very acidic and the final
species in this oxidation is RuIVQO2+. Its formation involves
the loss of one or two protons (depending on pH and pKaIII) and
the formation of a multiple bond between Ru and O. In the
absence of PCET pathways, high energy intermediates such as
RuIII–(O�)+ or RuIVQ(OH+)3+ are unavoidable.161,162 In addition,
the formation of a Ru–O multiple bond requires significant
reorganizational energy. These requirements lead to high kinetic
barriers. Even when PCET pathways are available (with high
buffer concentrations,162 activated electrodes)151,164 they require
highly organized transition states with preformed hydrogen
bonded intermediates, which introduces an entropic penalty.

Thermodynamically speaking, electronic factors that lead
to higher values of pKaIII also correspond to higher values of
E1/2 for the RuIVQO2+/RuIII–OH2

3+ couple at low pH. This is
reflected in the Pourbaix diagram in Fig. 1, which shows a slope
of 120 mV per pH unit for this process below pKaIII, indicative of
the 2H+/1e� process. The value of E1/2(RuIV/III) directly affects
the Gibbs free energy change for the O–O bond formation step,
DG(O–O), which is determined not only by the potential of the
RuVQO3+/RuIVQO2+ couple, but actually by the average of the
RuIVQO2+/RuIII–OH2

3+ and the RuVQO3+/RuIVQO2+ couples, as
discussed in Section 4.1.1.

Another impediment to efficient RuIV/III oxidation is anation
of electrophilic RuIII centres,66 which tend to have a higher
affinity for anions than neutral ligands, as mentioned above
and shown in eqn (4). For example, catalyst 1 has a pKaIII of
1.6 and RuIII–OH2

3+ dominates below pH 1.6. As a result, 1 is
deactivated at low pH, undergoing complete anation in solution
or surface-bound at pH 1.0 in 0.10 M HNO3, HClO4 and HOTf.

There are several strategies to avoid or outcompete
deleterious anation. Maintaining a low pKaIII by introducing
electron-withdrawing ligands favours the RuIII–OH2+ form,
which is easily oxidized and resists substitution because it is
already ‘‘anated’’. This is a cause for the higher catalytic activity
of 4 (TOF = 7.5 � 10�4 s�1) and 5 (1.4 � 10�3 s�1) with
pKaIII o 0, compared to 1 (1.9 � 10�4 s�1) with pKaIII = 1.6.118

Unfortunately, this strategy also pushes the RuV/IV couple to a
more positive value, which leads to slower kinetics for this step
and higher overpotentials.

A better approach is to make the water coordination site
labile by manipulating the site in the trans position, as is the
case for 3. Analogously to 1, 3 undergoes complete anation at
pH 1, but the trans effect of the carbene makes the water-anion
exchange process very fast, and further catalyst oxidation is
not significantly affected by anation.118 The trans effect is
manifested in the longer ruthenium-aqua distance in the
crystal structure of 3 compared to 1. Additionally, the aqueous
synthesis of 3 directly affords the aqua complex from the
chloro, whereas 1 requires the use of silver salts or neat triflic
acid for this exchange.118 The trans effect might also accelerate
the oxygen evolution step although this claim cannot be made
for 3 because this step is not usually rate limiting.

Another strategy to avoid anation is to make RuIII–OH2
3+

electron-rich, affecting the relative affinities for anions and
H2O. For more electron-rich 2, RuIII–OH2

3+ is favoured at low
pH over RuIII–X2+ and further oxidation to RuIVQO2+ is not
limited by anation of RuIII–OH2

3+. As a result, 2 outperforms 1
in terms of TOFs, overpotentials, TONs, and faradaic efficiency
for O2 generation.118,165

In addition to direct chemical or electrochemical oxidation,
disproportionation of RuIII–OH2+ or RuIII–OH2

3+, as mentioned
above and shown in eqn (5), provides an alternative pathway to
reach RuIVQO2+.157,166 This is another reason for the much
higher catalytic activity of 4 and 5 compared to 1, with dis-
proportionation constants Kdisp(5) 4 Kdisp(4) c Kdisp(1) =
6.7 � 10�7 M�1 s�1.166 The value of Kdisp reflects the proximity
of the RuIV/III and RuIII/II potentials in 4 and 5. The large and
positive separations between the RuIV/III and the RuIII/II poten-
tials in 2 and 3 (DE = +470 mV115 and +380 mV,159 respectively,
at pH 1.0) are consistent with small values of Kdisp. Access to
RuIVQO2+ from RuIII–OH2

3+ for these catalysts is limited by
direct chemical or electrochemical oxidation, which is very slow
and likely to be rate limiting for these two catalysts, with E1/2

values of 1.29 V and 1.49 V at pH 1.0 for 2 and 3, respectively.

2 L5ð ÞRuIII�OH
� �ðn�1ÞþÐ

Kdisp

L5ð ÞRuII�OH2

� �ðn�1Þþ

þ L5ð ÞRuIVQO
� �ðn�1Þþ

(5)

3.1.3. RuV/IV couple. The oxidation to RuVQO is the last
oxidative activation step and it leads to the active form of the
catalysts.69,116 For complexes 1–5 the transition from RuIVQO is a
pH-independent, pure outer sphere one-electron transfer with
relatively small reorganizational energy. As such, it is often faster
than the preceding oxidation step, despite taking place at a higher
potential. For many catalysts with a rate-limiting oxidation step in
the catalytic cycle, the oxidation of RuIVQO(n�1)+ to RuVQOn+ is
often assigned as the rate-determining step when, more often
than not, the preceding oxidation to RuIV is actually slower.

3.2. Catalysts without pre-coordinated water

In the second class of catalysts, all six coordination sites are
initially occupied by ancillary ligands, with no water molecule
in the coordination environment, [(L6)RuII](n�1)+.
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3.2.1. RuIII/II couple. Because it is associated with mini-
mal reorganization, these complexes typically exhibit a fast,
pH-independent, one-electron RuIII/II oxidation, shown in eqn (6),
although more complex situations may arise because of equili-
bration of [(L6)RuII](n�1)+ with [(L5)RuII–OH2](n�1)+ or [(L6)RuIII]n+

with [(L5)RuIII–OH2]n+. For the cases discussed in more detail in
this review, the electron-rich, anionic nature of the equatorial
ligands lower oxidation potentials and avoid anation. Alternatively,
one might consider these catalysts pre-anated because the rate
and favourability of water coordination to the various oxidation
states of the catalysts is an additional consideration in these
systems, which in turn affects the rates and potentials for the
following oxidations.

ðL6ÞRuII
� �ðn�1Þþ �!k1

0

�e�
ðL6ÞRuIII
� �nþ

DGðIII=IIÞ0 (6)

Shown in Chart 3, there are now many examples of this type of
catalyst in the literature, such as [Ru(dpp)(pic)2]2+ (6),113,114,167,168

[Ru(qtpy)(pic)2]2+ (7),169 [Ru(bda)(pic)2] (8),60,61 [Ru(bpaH2)(pic)2]
(9)124,125 and [Ru(bpHc)(pic)2]126 (10, dpp is 2,9-di(pyridin-2-yl)-
1,10-phenanthroline; qtpy is 2,20:60,200:600,20 0 0-quaterpyridine;
bda2� is 2,20-bipyridine-6,60-dicarboxylate; bpa2� is 2,20-bipyridine-
6,60-bis(hydrogenphosphonate); bpHc2� is 2,20-bipyridine-6-
hydrogenphosphonate-60-carboxylate; pic is 4-picoline). Analogues
of catalysts 8, 9, and 10 where 4-picoline is replaced by isoquino-
line (isq) will be denoted as 80,61 90,124 and 100,126 respectively.
For this review we will focus on catalysts 8–10, in addition to 1–5,
because their corresponding water oxidation mechanisms are
the most understood and they are more closely related.

While catalysts 8–10 have generally low oxidation potentials
by virtue of their electron-rich ligands, their coordinative
saturation and potentially labile ligand ‘arms’ lead to more
complex oxidative pathways. Catalyst 8 undergoes fast reversi-
ble oxidation to RuIII, which binds a water molecule as a labile
carboxylate group de-coordinates, shown in Scheme 3.170

Complex 8 displays a one-electron reversible couple at 0.68 V
in pH 1.0 aqueous solution corresponding to oxidation of
[(k4-bda)RuII(pic)2] to [(k4-bda)RuIII(pic)2]+. Water soluble versions
of 8 exist in aqueous solution as [(k4-bda)RuII(pic)2] based on
1H-NMR,170 but when CH3CN is added, the dominant form
becomes [(k3-bda)RuII(pic)2(CH3CN)].134,171 In the latter, one of

the carboxylate arms is de-coordinated and replaced by a
CH3CN molecule. With added CH3CN, the equivalent RuIII/II

couple appears at 0.75 V and corresponds to oxidation of
[(k3-bda)RuII(pic)2(CH3CN)] to [(k3-bda)RuIII(pic)2(CH3CN)]+.171

These equilibria are illustrated in Scheme 3.
It has been proposed recently that coordination expansion takes

place with water binding at six-coordinate [(k4-bda)RuIII(pic)2]+ to
yield 19-electron, seven-coordinate [(k4-bda)RuIII(pic)2(OH2)]+.172

This proposal is based on the existence of two different forms of
RuIII in aqueous solution from EPR studies, with one of the
forms having lower symmetry. These results can also be explained
without invoking unlikely 19-electron Ru complexes: based on DFT
calculations [(k3-bda)RuIII(pic)2(OH2)]+ is the dominant form of
this complex in aqueous solution, although close in energy to
[(k4-bda)RuIII(pic)2]+.126,170 Furthermore, [(k3-bda)RuIII(pic)2(OH2)]+

is in acid–base equilibrium with [(k3-bdaH)RuIII(pic)2(OH)]+ (KaIII =
1.07) where one of the protons of the water molecule has been
transferred to the open carboxylate group, as shown in
Scheme 3.126 This will allow for fast PCET oxidation to seven-
coordinate [(k4-bda)RuIV(pic)2(OH)]+, as discussed below.
The existence of six coordinate [(k4-bda)RuIII(pic)2]+ (higher
symmetry) and six coordinate [(k3-bda)RuIII(pic)2(OH2)]+ and
[(k3-bdaH)RuIII(pic)2(OH)]+ (lower symmetry) in aqueous solution
can also account for the EPR results reported by Sun and
co-workers172 without invoking 19-electron Ru species.

The behaviour of complex 9, which has phosphonic acid
groups in place of the carboxylic acids of 8, is quite different.124

Chart 3 Chemical structures of catalysts without pre-coordinated water, [Ru(dpp)(pic)2]2+ (6), [Ru(qtpy)(pic)2]2+ (7), [Ru(bda)(pic)2] (8), [Ru(bpaH2)(pic)2]
(9) and [Ru(bpHc)(pic)2] (10).

Scheme 3 Oxidations and solvent coordination behaviour associated
with the RuIII/II couple of [Ru(bda)(pic)2] (8), showing only the immediate
equatorial ligand environment.

Review Article Chem Soc Rev

Pu
bl

is
he

d 
on

 0
1 

Se
pt

em
be

r 
20

17
. D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f 
R

ic
hm

on
d 

on
 0

5/
02

/2
01

8 
18

:4
8:

01
. 

View Article Online

http://dx.doi.org/10.1039/c7cs00542c


6178 | Chem. Soc. Rev., 2017, 46, 6170--6193 This journal is©The Royal Society of Chemistry 2017

It also displays a one-electron reversible couple at 0.68 V in
pH 1.0 but it is pH-dependent due to the increased acidity
of the phosphonic acid protons, which are lost upon oxida-
tion from RuII to RuIII. This couple corresponds to oxidation of
[(k4-bpaH2)RuII(pic)2] to [(k4-bpa)RuIII(pic)2]�. The Ru–O bonds in
[(k4-bpa)RuIII(pic)2]� 124 are stronger than in [(k4-bda)RuIII(pic)2]+,170

which is manifested in shorter Ru–O bond distances, and
the O–Ru–O angle is significantly smaller (112.11 vs. 126.41),
imposing a steric impediment for water coordination. As a
result, [(k4-bpa)RuIII(pic)2]� is the dominant form in solution
and the following oxidative activation step is a pure outer
sphere, pH-independent electron transfer step, requiring a
much higher potential, as discussed below.

Complex 10126 is a hybrid catalyst designed by combining
features of complexes 8 and 9. It also displays a one-electron
reversible couple at 0.65 V in pH 1.0 that is pH-dependent
because of the phosphonic acid proton in the bpa-like side. But
because of the presence of a carboxylate group on the other
side, similar behaviour to 8 occurs: [(k4-bpc)RuIII(pic)2] binds
water in aqueous solution to form [(k3-bpc)RuIII(pic)2(OH2)], which
is in acid–base equilibrium with [(k3-bpcH)RuIII(pic)2(OH)] where
one of the protons of the water molecule has been transferred
to the open carboxylate arm (KaIII = 0.15). As explained in
the following section, water coordination at RuIII introduces a
pH-dependence on the following oxidative activation step that
results in decreased overpotentials for water oxidation and
significantly faster oxidative activation steps for complex 10
compared to complex 9.

3.2.2. RuIV/III couple. The RuIV/III couple for catalysts 8–10
results in coordination expansion to 7-coordinate, 18-electron
RuIV–OH species. These hydroxide complexes, which are much
less acidic than those for catalysts 1–5, are the most stable RuIV

form. Their formation, as opposed to RuIVQO, does not involve
multiple-bond formation between Ru and O and requires lower
reorganizational energy.

In the case of 8, oxidation of [(k3-bdaH)RuIII(pic)2(OH)]+ is
facile with E1/2 = 1.10 V at pH 1.0 to generate seven-coordinate
[(k4-bda)RuIV(pic)2(OH)]+. Water coordination at the RuIII state,
allowed by the labile carboxylate group, introduces a pH-
dependence on the RuIV/III couple and avoids charge build-up.
The value of the acid–base equilibrium constant (KaIII = 1.07)
between [(k3-bda)RuIII(pic)2(OH2)]+ and [(k3-bdaH)RuIII(pic)2(OH)]+

indicates a low barrier for the proton transfer between the two
forms.126,170 The fast equilibrium allows the more facile oxidation
of [(k3-bdaH)RuIII(pic)2(OH)]+ to [(k3-bdaH)RuIV(pic)2(OH)]2+ to
dominate, which is followed by (or in concert with) proton loss
to the buffer and re-coordination of the carboxylate to generate
a stable 18-electron [(k4-bda)RuIV(pic)2(OH)]+. This complex is
the most highly oxidized intermediate in these systems to be
isolated and characterized.60 The combination of the PCET
nature of the oxidation, electron density donation to the Ru
center from the dianionic ligand, and lower-order Ru–O bond,
results in faster oxidative activation steps over a narrower
potential window compared to catalysts 1–5.

The RuIV/III couple for catalyst 9 is pH-independent over a
large pH range and precedes water binding.124 Because the

most stable RuIII form of the complex is [(k4-bpa)RuIII(pic)2]�,
potential levelling by proton loss is not available, explaining the
high RuIV/III couple measured at 1.57 V at pH 1.0. This oxidative
activation step is slow compared to that of complex 8, both
chemically and electrochemically. Water coordination follows,
proceeding through coordination expansion from 16-electron
[(k4-bpa)RuIV(pic)2] to 18-electron [(k4-bpa)RuIV(pic)2(OH)]�,
coincident with proton transfer to the bulk.

Hybrid complex 10 incorporates the best features of com-
plexes 8 and 9.126 As in the case of 8, the labile carboxylate side
enables water coordination at the RuIII state, and oxidation to
RuIV via PCET avoids charge build-up and reduces redox
potentials. The multifunctional phosphonate side provides
additional charge compensation, and also acts as a pendant
base in later steps, allowing access to fast intramolecular
PCET (i-PCET) (discussed below). The most stable RuIII

complex, [(k3-bpc)RuIII(pic)2(OH2)], undergoes PCET oxidation
to [(k4-bpc)RuIV(pic)2(OH)], measured at 1.4 V at pH 1.0.

3.2.3. RuV/IV couple. As in the case of catalysts 1–5, the
oxidation to RuVQO is the last oxidative activation step and it
leads to the active form of the catalysts.61,124,126 However, catalysts
8–10 display significantly lower RuV/IV potentials than 1–5. One
reason is the anionic character of the bda2�, bpa4�, and bpc3�

ligands that increases the electron density on the Ru centre and
compensates the overall charge. Another reason is the seven-
coordinate nature of RuVQO for catalysts 8–10, making them
relatively much more electron-rich than other RuV–oxos. Last, but
not least, the RuIV–OH/RuVQO couple is pH-dependent, and
charge accumulation is avoided by release of a proton.

In addition, for catalysts 9 and 10, the pendant phosphonate
can act as the initial proton-acceptor through intramolecular
PCET (i-PCET), before releasing the proton to the bulk solution,
circumventing the need for a precisely positioned external base in
the TS and thusly reducing kinetic barriers for oxidative activa-
tion. For example, as [(k4-bpc)RuIV(pic)2(OH)] is oxidized, fast
intramolecular proton transfer from the hydroxide to the unco-
ordinated phosphonate provides [(k4-bpHc)RuV(pic)2(O)]+, which
is followed by slower proton loss to the buffer to finally form
[(k4-bpc)RuV(pic)2(O)]. The i-PCET pathway is also operative in
several following oxidation steps and is pivotal in accelerating the
overall rate for these single-site catalysts, further discussed below.

4. O–O bond formation

Water oxidation can be separated into two major 2-electron
stages: O–O bond formation and O2 evolution. For thermo-
dynamic purposes, these two steps are similar to the oxidation of
water to hydrogen peroxide and further oxidation of hydrogen
peroxide to release O2, eqn (7) and (8).

H2O + OH2 - H2O2 + 2H+ + 2e� DG(H2O2) = +3.52 eV
(7)

H2O2 - O2 + 2H+ + 2e� DG(O2) = +1.40 eV (8)

A total of 4.92 eV (4e� � 1.23 V) of free energy is required for
water oxidation. Between these two steps, B71% of the energy
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is associated with the formation of the O–O bond, making this the
key step. The 3.52 eV associated with peroxide formation corre-
sponds to two electrons at 1.76 V, which is 0.53 V greater than the
overall 4-electron thermodynamic potential of 1.23 V per electron.
Once the O–O bond is formed, just 1.40 eV more (0.70 V per
electron) reaches the total free energy required. A visual representa-
tion is provided by the Latimer–Frost diagram for oxygen, which is
shown in Fig. 2. As can be seen by the slopes, a sequence avoiding
H2O2 and involving single-electron intermediates such as HO� is
even less efficient. In other words, regardless of the pathway, the
steps leading up to O–O bond formation make up the most
energetically demanding part of the overall reaction. It could be
said as well that the oxidation state change from�2 to�1 for each
O atom is more difficult than the following �1 to 0 oxidation.

Analogous steps exist for water oxidation in natural and
artificial photosynthesis. The O–O bond formation step leads to
a hydroperoxide or peroxide intermediate, eqn (9) or eqn (10),
related to H2O2 in eqn (7).53,55,61,69,115,116 Oxygen evolution
from a peroxide intermediate, eqn (11), is analogous to the
O2 evolution step in eqn (8) (further discussed in Section 5).
While the thermodynamics of these steps are obviously not the
same as the uncatalyzed reactions, it is reasonable to expect the
trend to be the same: the most thermodynamically demanding
portion of water oxidation is O–O bond formation.

[RuVQO]n+ + OH2 - [RuIII–OOH](n�1)+ + H+ DG(O–O)WNA

(9)

[RuVQO]n+ + [OQRuV]n+ - [RuIV–OO–RuIV](2n)+ DG(O–O)I2M

(10)

[RuV(O–O)]n+ + OH2 - [RuIII–OH2]n+ + O2 DG(O2)V (11)

A catalytic system has the advantage of being able to operate
in smaller steps involving electrons and protons while avoiding

high-energy intermediates. For water oxidation to occur, several
oxidative activation steps are required, both preceding and
following the key O–O bond formation step. The two water
molecules in eqn (7) must be activated in order to be reactive
toward one another for O–O bond formation. This is achieved
by simultaneously removing electrons and protons from one
of the water molecules to reach a more reactive species. The
1e�/1H+ oxidation of water to generate a hydroxyl radical
requires a high energy price, but this can be avoided by
coordinating the water molecule to a transition metal catalyst.
As shown in the previous section, ruthenium catalysts can
provide low-energy PCET pathways to generate a reactive
RuQO, which is primed to form an O–O bond with either a
water molecule or another catalyst molecule.

4.1. Single-site WNA catalysts

An activated RuVQO is typically quite electron-poor, making it a
good electrophile. Shown in eqn (9), the second water molecule
can now act as a nucleophile and attack the electron-deficient
RuVQOn+ to form the O–O bond. Unfortunately, water is not a
good nucleophile and the reaction shown in eqn (9) is slow.
Deprotonation of the second water molecule generates the
hydroxide ion, which is a powerful nucleophile that can quickly
react with RuVQOn+ without requiring simultaneous proton loss.
However, the pKa of water is 15.7 and significant concentrations
of hydroxide ion only exist at high pH. Therefore, efficient
pathways must be developed that take into account the need
for a proton loss over the full pH range.

The rate of this step is proportional to the concentration of
catalyst, as shown in eqn (12). The presence of a base as the
proton acceptor introduces a second term in the rate law,
shown in eqn (13), which typically dominates when it is more
basic than water.70,171 Of course, these rate laws will only be
observed if this step limits the rate of catalysis.

rate = k1,0[Ru] (12)

rate = k1,0[Ru] + k1,0,B[Ru][base] (13)

Scheme 1 shows an overview of the water nucleophilic attack
mechanism for water oxidation with a single-site catalyst.
Catalysts 1–5, 9 and 10 follow this mechanism, with small
variations for each family. The product of the O–O bond-
forming step, as shown in eqn (9), is the corresponding
RuIII–OOH(n�1)+, which must then be further oxidized in order
to release oxygen as discussed below.

4.1.1 Thermodynamic analysis. A thermodynamic analysis
reveals important aspects that need to be accounted for to
achieve the key O–O bond–forming step in ruthenium-catalyzed
water oxidation. Listed in Scheme 4, the goal of this thermo-
chemical cycle is to provide a framework for understanding the
many factors that affect DG(O–O)WNA and to guide the design of
new catalysts capable of more favourable O–O bond formation,
not to afford an exact value. This is done by assembling a list of
simple reactions which sum to the reaction in eqn (9), and
for which DG can be measured or estimated based on electro-
chemical or spectroscopic measurements. These include eqn (7)

Fig. 2 Latimer–Frost diagram showing pathways and intermediates for
the oxidation of water to oxygen.
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and a simple stepwise pathway of electron transfers, proton
transfers, and ligand exchange, between RuVQOn+ and
RuIII–OOH(n�1)+. These thermochemical cycles do not imply
the participation of any particular intermediates, but they can
reveal contributors to the overall driving force for the O–O
bond-forming step.

Constructing this thermochemical cycle requires a series
of simple reactions between RuVQOn+ and RuIII–OOH(n�1)+.
The first steps are the reverse of the oxidative activation
steps discussed above, and can be measured experimentally:
DG(V/IV), �DG(KaIV), DG(IV/III), �DG(KaIII), and DG(III/II)
(steps a–e). These steps can lead to RuII–OH2, which can
exchange the aqua ligand for a bound hydrogen peroxide mole-
cule (step f). It is necessary to include the RuII state because the
energy of the H2O/H2O2 exchange, DG(exch), can be reasonably
estimated, while exchange at RuIII is less likely to occur for most
catalysts. Oxidation, DG(IIIp/IIp) (step g), and deprotonation,
DG(KaIIIp) (step h), results in the product, RuIII–OOH(n�1)+. These
quantities are not as easily measured, but can be estimated based
on the corresponding hydroxide complexes and typical differences
between H2O and H2O2. Finally, the 2-electron oxidation of
water to H2O2, eqn (7) (step i), balances the remaining species.
In this scheme, the electron- and proton-transfer steps are
separated, but these can be considered as a single DG value
for the PCET couple when it is available.

The greatest thermodynamic aspect to consider in Scheme 4
is the staggering value of DG(H2O2) = +3.52 eV, corresponding
to eqn (7) (step i). The extent to which the other contributors to
the thermochemical cycle can offset this quantity is indicative
of how effective a catalyst is. DG(V/IV) and DG(IV/III) (steps a
and c) are the main favourable contributors. Therefore, for a
good catalyst, the RuV/IV and RuIV/III couples should be high
enough to mediate catalysis, but close to each other to reduce
the overall overpotential required to reach the former. In the best
case scenario, DG(V/IV) = DG(IV/III). This is often overlooked in
the literature. Often only the RuV/IV couple is considered when
estimating driving forces for O–O bond formation.

A subtle, but significant result, is the favourable contribution
of �DG(KaIV) associated with the protonation of RuIVQO(n�1)+

to generate RuIV–OHn+ (step b). For catalysts 1–5 pKaIV values are
below 0, while for catalysts 9 and 10 they are higher than 6. This
translates to a free energy contribution in favour of O–O bond
formation of more than 0.36 eV for 9 and 10 compared to 1–5!

The overall significance of the steps involving the RuIII and
RuII states depend on the difference in E1/2 and pKa between the
aqua complexes (steps d and e) and hydrogen peroxide com-
plexes (steps g and h), and the energy of exchange between them
(step f). A favourable but unexpected contributor is DG(III/II), but
it is significantly counterbalanced by �DG(IIIp/IIp). It is fairly
safe to assume that DG(III/II) is slightly greater than DG(IIIp/IIp)
for most systems. The difference in pKa values between
RuIII–O2H2

n+ and RuIII–OH2
n+ can be estimated based on the

difference in pKa values between H2O (15.7) and H2O2 (11.7). It
can be assumed that pKaIIIp E pKaIII � 4 and the sum of �DG(KaIII)
and DG(KaIIIp) in Scheme 4 is 0.059(pKaIIIp � pKaIII) = �0.24 eV.
This difference in pKa values contributes about 0.24 eV of free
energy in favour of O–O bond formation. The free energy for
exchange between H2O and H2O2, DG(exch), could potentially
be determined spectrophotometrically by measuring the corres-
ponding equilibrium constant. Unfortunately, attempts to do
so for catalysts 1, 2, 4, and 5 were unsuccessful because these
complexes catalyze very efficiently the disproportionation of
H2O2 into O2 and H2O. In any case, this value is anticipated to
be small and have a minor contribution.

Breaking down the O–O bond-forming step into simple
steps with readily measureable or estimable energies has
provided guidelines for catalyst design, regardless of whether
the component steps involve actual intermediates or not. As an
example, available data for 2 leads to DG(O–O)WNA E �0.06 eV
(�1.4 kcal mol�1), assuming DG(exch) = 0.115 This analysis
shows that catalyst design should be prioritized to (1) store
enough energy through the RuV/IV and RuIV/III oxidations to drive
the reaction, while minimizing the difference between them, (2)
maximize the pKaIV of RuIV–OH, and lastly (3) increase the RuIII/II

potential. These factors represent the ability of the catalyst to
mitigate the inherent difficulty in O–O bond formation.

4.1.2. Base-assisted O–O bond formation. As previously
mentioned, an important aspect in the O–O bond formation
step in eqn (9) is the requirement for the loss of a proton from
the water molecule acting as the nucleophile. Thermodynami-
cally, the pKa of the conjugate acid of the proton acceptor
affects the free energy change for this process, and it is more
favourable with bases stronger than the water discussed above.
Kinetically, the details of how this proton transfer takes place
(e.g., concerted vs. stepwise) are fundamental to lowering the
activation barrier for this step.

For catalysts 1–5 at pH 1.0, bulk water acts as the proton
acceptor, with proton transfer from the incoming water mole-
cule occurring in concert with formal O-atom transfer from the
RuVQO (APT). Considering pKa(H3O+) = �1.7, H2O is a poor
proton acceptor. Not surprisingly, these catalysts are very slow
under these conditions, although slow O–O bond formation is
not the only reason for their poor performance, as discussed in
previous sections. For catalyst 2, the replacement of H2O by
H2PO4

� (pKa = 2.15), CH3COO� (pKa = 4.75), HPO4
2� (pKa = 7.2),

Scheme 4 Thermodynamic analysis for O–O bond formation between
an activated RuVQOn+ catalyst molecule and a water molecule. Green
indicates favourable contributions and red indicates unfavourable ones.

Chem Soc Rev Review Article

Pu
bl

is
he

d 
on

 0
1 

Se
pt

em
be

r 
20

17
. D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f 
R

ic
hm

on
d 

on
 0

5/
02

/2
01

8 
18

:4
8:

01
. 

View Article Online

http://dx.doi.org/10.1039/c7cs00542c


This journal is©The Royal Society of Chemistry 2017 Chem. Soc. Rev., 2017, 46, 6170--6193 | 6181

and PO4
3� (pKa = 12.32) as the proton acceptor was shown to

enhance water oxidation rates spanning 4 orders of magnitude.70

Nevertheless, the need for a highly organized TS in the O–O bond
formation step involving three different species imposes a
significant entropic penalty to the free energy of activation.

4.1.3. Intramolecular atom proton transfer (i-APT). Insight
into solving this entropy problem can be gained from the first
synthetic molecular water oxidation catalyst, [(H2O)Ru(bpy)2-
(m-O)Ru(bpy)2(OH2)]4+, the blue dimer.64 In this catalyst, as the
incoming water performs nucleophilic attack on one of the two
RuVQO moieties, a proton of the water molecule is transferred
to the adjacent RuVQO group.65,66 This intramolecular atom-
proton transfer (i-APT) process decreases the entropic penalty
on the free energy of activation for O–O bond formation
because the proton acceptor is part of the catalyst, and it is
pre-positioned in the appropriate orientation. Even so, RuVQO
is a poor proton acceptor and this reflects negatively on the
enthalpy of activation in this system.

Multifunctional diphosphonate bipyridine ligands address
both the entropic and enthalpic kinetic requirements for O–O
bond formation.124 In complex 9, the phosphonate ligand is
pre-positioned to establish a strong hydrogen-bonding interaction
with one of the protons of the incoming water molecule. In addition,
the phosphonate group is a good proton acceptor (pKa E 1) and this
contributes to a more favourable enthalpy of activation in the
O–O bond formation process. The overall result is a very low
calculated free energy of activation DG‡(calc.) = +10.2 kcal mol�1

for O–O bond formation for 9 via i-APT. For complex 8, DG‡(calc.)
is +29.8 kcal mol�1 following the APT pathway with H2O as
the proton acceptor.124 This is part of the reason that it favours
the bimolecular radical pathway. The main contribution to
DG‡(calc.) for APT in 8 comes from the entropic term with
�TDS‡ = +20.6 kcal mol�1 compared to +11.3 kcal mol�1 for 9.
In addition, H2O is a poor proton acceptor and it results
in a higher DH‡ for 8 (+9.3 kcal mol�1, calculated) than for 9
(�1.1 kcal mol�1, calculated), with phosphonate as the proton
acceptor via i-APT for the latter.

Careful design of both the first and second coordination
spheres in 9 leads to kinetically fast O–O bond formation, but is
this process thermodynamically more favourable than for 1–5
or 8? Multifunctionality of the bpa ligand is important in
providing charge compensation and redox potential levelling
with loss of protons. In fact, all species involved in the catalytic

cycle for 9 are negatively charged. As a result, the RuV/IV

(E1/2 = 1.46 V, calculated) and RuIV/III (E1/2 = 1.57 V exp.,
1.41 V calc.) couples overlap, which is close to the ideal
condition. In addition, pKaIV = 8.1 contributes more than
0.48 eV in free energy in favour of O–O bond formation
compared to 1–5. Despite the additional charge compensation,
pendant base activity, and fast O–O coupling in 9, catalysis is
ironically limited by a pH-independent, high potential RuIV/III

couple that precedes water coordination and further activation.
Hybrid complex 10 shares the fast O–O bond formation via

i-APT, while overcoming the disadvantage of unfavourable
oxidation.126 As discussed above, water coordination at RuIII

instead of RuIV, through decoordination of the carboxylate side
of bpc3�, allows the RuIV/III couple to be proton coupled,
decreasing its potential by 200 mV relative to 9. In fact, each
oxidation step in the catalytic cycle of 10 is proton-coupled. The
onset of water oxidation catalysis for 10 is also 200 mV lower
compared to 9. The i-APT O–O bond-forming pathway is
analogous to 9, with a calculated barrier of +11.7 kcal mol�1.
Though the lower oxidation potentials equate to less driving
force from DG(V/IV) and DG(IV/III), the overall rate is acceler-
ated because O–O bond formation is not rate-limiting. This is
an example of the successful optimization of one step (O–O
bond formation) creating the need to optimize another step
(oxidative activation) to accelerate overall catalysis.

10 reaches TOFs of 60 s�1 for cerium(IV)-driven water oxida-
tion, two orders of magnitude faster than 9 and three times
faster than 8 under the same conditions. The homologue of 10
with isoquinoline in place of 4-picoline, [Ru(bpHc)(isq)2], 100,
reaches TOFs over 100 s�1. These rates are comparable to those
of the OEC on a per site basis, more than two orders of
magnitude faster than 90 and almost two times faster than
the bda2� analogue, 80. For 100 DG‡(calc.) is +9.8 kcal mol�1 for
O–O bond formation via i-APT with �TDS‡ = +12.0 kcal mol�1

and DH‡ = �2.2 kcal mol�1. Kinetic parameters for selected
catalysts are included in Table 3.

4.2. Radical O–O coupling

An alternative way to make the key O–O bond is the radical
coupling of two RuQO moieties with significant radical oxyl
character, as shown in eqn (10). Catalysts that follow this
pathway can operate at lower potentials because, unlike the
WNA pathway, they do not require a very electrophilic RuQO.

Table 3 Kinetic parameters for water oxidation catalyzed by coordinatively-saturated ruthenium catalysts

Catalyst k1,1
a (M�1 s�1) k2,0

b (M�1 s�1) TOFmax (s�1) TONmax Ref.

[(bda)Ru(pic)2] (8) 1.8 � 104 5.3 � 105 32 2000 61 and 98
[(bda)Ru(isq)2] (80) 6.7 � 104 1.8 � 107 780 11 300 61, 98 and 133
[(bda)Ru(6-F-isq)2] 7.1� 104 1.9 � 107 1000 24 000 133 and 135
[(bda)Ru(6-OMe-isq)2] 1.3 � 105 1.2 � 108 1274 14 860 135
[(bda)Ru(6,7-(OMe)2-isq)2] 1.7 � 105 3.4 � 108 1034 7215 135
[(bpaH2)Ru(pic)2] (9) 1.6 � 103 n/a 0.82 — 124
[(bpaH2)Ru(isq)2] (90) 1.9 � 103 n/a 0.97 — 124
[(bpHc)Ru(pic)2][ClO4] (10) 1.2 � 105 n/a 58 — 126
[(bpHc)Ru(isq)2] (100) 1.6 � 105 n/a 107 1600 126

a Rate = k1,1[catalyst][CeIV] for a rate-limiting oxidation step (eqn (1)). b Rate = k2,0[catalyst]2 for a rate-limiting bimolecular coupling step (eqn (14)).
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The two RuQO moieties can be part of a binuclear (or multi-
nuclear) catalyst (i-I2M)52,53,55 or originate from two separate
molecules (I2M).61,63 The former intramolecular step is uni-
molecular in catalyst and obeys the rate law in eqn (12), while
the latter intermolecular step is bimolecular in catalyst and
obeys the rate law in eqn (14). The experimentally observed rate
law depends on which step is limiting the overall catalytic rate
under the particular conditions.

rate = k2,0[Ru]2 (14)

Several variants of this pathway involving MnVQO and/or
MnIV–oxyl have been proposed for the OEC. This was also the
guiding principle behind the design of the blue dimer where
two nearby Ru–oxo groups were expected to undergo O–O
coupling and subsequent O2 evolution, but it was ultimately
shown to go through a single-site pathway.65,66

4.2.1. Thermodynamic analysis. The chief thermodynamic
considerations in the I2M O–O coupling pathway can be analyzed
in a manner similar to that for the single-site WNA catalysts.
Again, the goal is not to calculate a precise value for DG(O–O)I2M,
but rather to guide catalyst design through understanding the
importance of the various thermodynamic quantities. Scheme 5
lists a thermochemical cycle linking two RuVQOn+ molecules and
the resulting RuIV–O–O–RuIV(2n)+ dimer.

The scheme is more complex than the WNA scheme
because it involves intramolecular disproportionation of the
RuIV–O–O–RuIV(2n)+ dimer and the activation of two catalyst
molecules, but we have the advantage of being able to use the
DG(O–O)WNA from above to simplify. First, as an alternative
to the overall reaction making/breaking the O–O bond between
two RuVQOn+ moieties, RuIV–O–O–RuIV(2n)+ can undergo intra-
molecular disproportionation to RuV–O–O–RuIII(2n)+, see Section 5.2
below. Seven-coordinate RuIII is unstable and de-coordination
of the peroxide ligand generates the two monomeric units
RuV–(O–O�)n+ and RuIII(n)+ (reverse of step a).

Simple pathways can then be constructed from RuVQOn+ to
each of these mononuclear species, using quantities that can be
measured experimentally or reasonably estimated. The first

RuVQOn+ can be converted to RuIII(n)+ following the same pathway
as in Scheme 4 (steps b–e in Scheme 5, steps a–d in Scheme 4) and
then simply de-coordinating water from RuIII–OH2

n+ (step f).
The second RuVQOn+ can be converted to RuV–(O–O�)n+ by first
using the entire cycle in Scheme 4 to give RuIII–OOH(n�1)+ (step
g, DG(O–O)WNA), then going through an oxidation, a deprotona-
tion, and another oxidation (steps h–j).

A few simple comparisons reveal that the driving forces that
make up DG(O–O)I2M are more favourable than those that make
up DG(O–O)WNA. As discussed previously for DG(IIIp/IIp), it can
be reasonably assumed that �DG(Vp/IVp) and �DG(IVp/IIIp) (steps h
and j) are overcompensated by DG(V/IV) and DG(IV/III) (steps b
and d). This is because the oxidation potentials for the oxo and
hydroxo complexes are typically higher than the peroxo and
hydroperoxo complexes, making the combination of these a
favorable contributor to the driving force for O–O coupling.
Second, DG(pKaIVp) � DG(pKaIV) (steps c and i) can be approxi-
mated based on the pKa difference between H2O2 and H2O, as
above for DG(pKaIIIp) � DG(pKaIII). This leads to approximately
an additional 0.24 eV in favor of coupling.

The factor that makes the most significant difference between
the I2M and WNA pathways is �DG(split). As discussed below in
Section 5.2, the disproportionation (reverse of step a) is a likely
step in the catalytic cycle that takes place after the oxidation or
coupling steps that are typically rate-determining. This term can
be significantly influenced by non-covalent interactions between
ligands on separate fragments as discussed in Section 4.2.3. It
can easily contribute up to 0.5 eV of driving force to the O–O
bond formation step for catalysts with strong intermolecular
interactions, and it can be highly unfavorable for catalysts with
significant steric hindrance.

The remaining factors are not easily estimated, but are
relatively small compared to the oxidations and �DG(split).
The coordination of water to RuIII(n)+ is typically spontaneous,
thus �DG(coord) will be unfavorable. As discussed in Section 3,
the water coordination equilibrium constant for some catalysts
is close to 1, in which case �DG(coord) will be small. The pKa

of RuIII–OH2
n+ also plays a role, with a less acidic aqua ligand

being more favorable, but its impact will be minor considering
the modest pKa’s discussed in the Section 3.2.

The thermochemical cycle can then be summarized as
DG(O–O)WNA with several additional favorable contributions
towards the overall driving force, DG(O–O)I2M, most significantly
�DG(split). This analysis confirms what would be expected: for
catalysts with favorable intermolecular interactions, the coupling
of two Ru–oxos has a larger driving force compared to WNA at a
single site. This is reflected in significantly higher rates and
lower overpotentials for 8 and 80 compared to 1–5. 8 and
its derivatives have favorable non-covalent interactions, and a
relatively low value for �DG(coord). As a result, DG(O–O)I2M is
equal to DG(O–O)WNA with the addition of the favourable con-
tributions mentioned above.

The conclusions for informing catalyst design are mostly the
same as above but with one important addition: (1) store enough
energy through the RuV/IV and RuIV/III oxidations to drive the
reaction, while minimizing the difference between them, (2) take

Scheme 5 Thermochemical cycle analysing bimolecular O–O bond for-
mation via I2M between two [RuVQO]n+ catalyst molecules. Green indicates
favourable contributions and red indicates unfavourable ones.
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into account non-covalent interactions between ligands that
can help stabilize RuIV–O–O–RuIV(2n)+, as discussed in Section
4.2.3 below, (3) maximize the pKaIV of [RuIV–OH]n+ and pKaIII of
[RuIII–OH2]n+, (4) increase the RuIII/II potential, and lastly (5)
moderate the affinity of RuIII for a water ligand. However, too
much stabilization of the dimeric intermediate could result in
rate limiting O2 evolution, and an exceedingly low affinity for
water will limit the rate of the oxidative activation steps.

Some catalysts will vary from the generic case in Scheme 5.
Dinuclear complexes will have more complex and interwoven
oxidation steps, and redox-active ligands can further muddle
the oxidation states. Catalysts that can undergo O–O coupling
at oxidations states lower than RuV will obey an equivalent
scheme with all oxidation states lowered by one, since the same
number of electrons must be transferred in this half of the
catalytic cycle. Regardless, the overall principles regarding
oxidation potentials and pKas still apply.

4.2.2. Intramolecular O–O coupling (i-I2M). The first clear
example for O–O coupling in artificial catalysts was reported by
Tanaka and co-workers with the catalyst [Ru2(OH)2(3,6-Bu2Q)2-
(btpyan)]2+ (11, 3,6-Bu2Q is 3,6-di-tert-butyl-1,2-benzoquinone;
btpyan is 1,8-bis(2,2 0:60,200-terpyrid-4 0-yl)anthracene), known as
Tanaka’s catalyst and shown in Chart 4.57,58 In this catalyst the
catecholate ligands play a non-innocent role by undergoing
oxidation to the corresponding semiquinones and quinones
while the oxidation state of the Ru centres remain mostly
unchanged.55,59 The 4H+/4e� requirement for water oxidation
to dioxygen is met by loss of 4H+ from the two coordinated
water molecules and loss of 4e� from the two catecholates that
undergo oxidation to the corresponding quinones. Significant

orbital overlap between the quinones and the Ru–O moieties
allows hole transfer and intramolecular O–O bond formation.

Another example of intramolecular O–O coupling was
provided by Llobet and co-workers with the Ru-Hbpp system
in,in-{[RuII(tpy)(OH2)]2(m-bpp)}3+ (12, bpp is bis(2-pyridyl)-3,5-
pyrazolate).51–53 For this catalyst, successive PCET processes
generate [OQRuIV(bpp)RuIVQO]3+ where the RuIVQO groups
with significant RuIII–oxyl character are facing each other in an
almost ideal position for O–O coupling. A computational study
by Baik et al. proposed a WNA pathway for 12.173 The argument
in favour of the WNA mechanism was based on a high barrier
for O2 evolution from the easily formed intramolecular per-
oxide coupling product. However, Baik and co-workers failed to
explore further oxidative activation of the bridging peroxide
intermediate, a common feature preceding the O2 evolution step,
or disproportionation of the peroxide intermediate. Detailed
18O-labeling studies in combination with DFT calculations by
Llobet and co-workers revealed that 12 produces O2 exclusively
through the O–O coupling mechanism with a free energy of
activation for this step of +15.3 kcal mol�1.52,53

4.2.3. Bimolecular catalysts (I2M). There are only a couple
examples of bimolecular O–O coupling by Ru-based catalysts.
One is trans-{[Ru(tpym)(OH2)]2(m-bpp)}3+ (13, tpym is tris-(2-
pyridyl)methane), a dinuclear complex similar to 12 shown in
Chart 4, but with a facial tris-(2-pyridyl)methane ligand (tpym)
in place of the equatorial tpy.146 The tpym ligand enforces a
geometry in which the two Ru–O units are facing away from
one-another, preventing an i-I2M mechanism. Isotopic label-
ling studies showed that the O2 released still originated exclu-
sively from the Ru–O units with a second order dependence on
catalyst concentration, leading to the conclusion that, in con-
trast to 12, an intermolecular I2M mechanism was operative.

To the best of our knowledge, the only other example in the
literature of bimolecular O–O coupling with Ru-based catalysts
is the [Ru(bda)(L)2] systems (8, 80) initially reported by Sun and
co-workers.60,61 These catalysts oxidize water with very high
rates at pH 1.0 with CeIV as sacrificial oxidant. The TOFs, 32 s�1

and 300–700 s�1 for 8 and 80, respectively, have been reported
with close to quantitative O2 conversion efficiency and with
thousands of turnovers.60,61,133 Electrochemical studies reveal
almost identical potentials for the relevant oxidative couples
(RuIII/II, RuIV/III and RuV/IV) of 8 and 80.61 Therefore, the differ-
ence in catalytic activity of more than an order of magnitude
between the two is not due to the difference in driving forces.
A combination of experimental results and DFT calculations led
the authors to propose a mechanism where the key O–O bond
formation step takes place by a bimolecular radical coupling of two
RuV–oxo moieties with significant RuIV–oxyl radical character.61,63

These systems and related ones have been the subject of a great
deal of further study,98,132,135,147,170,174,175 and we discuss them in
detail here as a case study for bimolecular I2M catalysts.

The kinetics of the bda2� family of catalysts are dominated by
secondary interactions, reflecting their bimolecular nature.60,61,98

The catalysts exhibit concentration-dependent kinetics, with
the rate law switching with varying catalyst concentration.98 At
low catalyst concentrations, the rate law exhibits second order

Chart 4 Chemical structures of [Ru2(OH)2(3,6-Bu2Q)2(btpyan)]2+ (11),
{[RuII(tpy)(OH2)]2(m-bpp)}3+ (12), and trans-{[Ru(tpym)(OH2)]2(m-bpp)}3+ (13).
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dependence on catalyst concentration and zero order depen-
dence on CeIV concentration, indicating a rate-limiting O–O
bond-forming step as shown in eqn (10) and (14). The rate of
the bimolecular reaction increases with [Ru]2, and eventually
reaches a point where it is no longer the slow step. At higher
[Ru], the reaction becomes first order in both [CeIV] and [Ru],
indicating a rate-limiting oxidation, shown in eqn (1). The rate
constants k1,1 for the slow oxidation steps at pH 1.0 are 1.8 �
104 M�1 s�1 and 8.4 � 104 M�1 s�1 for 8 and 80, respectively.98

That they are of similar magnitude reflects the similar oxida-
tion potentials, but they are different enough to suggest some
additional advantage from the isq ligand. On the other hand,
the coupling rate constant of 1.8 � 107 M�1 s�1 for 80 is almost
2 orders of magnitude greater than the 5.3 � 105 M�1 s�1

for 8.98 This behaviour is mirrored by the vastly different TOF
maxima and is consistent with the strong p–p stacking inter-
actions in the TS between the axial isoquinolines of the two
molecules, which were invoked to explain the higher catalytic
activity in 80.61 An early study of 80 also reported a regime that
was rate-limited by oxidation of the bridging RuIV–O–O–RuIV

peroxide, second order in [Ru] and first order in [CeIV].61 It
should be noted that mechanistic calculations on these systems
have so far been limited to coordinate scans along the O–O
distance, without locating the actual fully optimised transition
state (TS) structures.61,63

The presence of multiple kinetic regimes is problematic for
catalyst comparison because different variants could follow
different rate laws under identical conditions. Meaningful
comparisons can only be made for catalysts within the same
kinetic regime. Simple comparisons of TOFs may not always
provide valuable lessons.

Follow-up studies by the Sun and other groups tried to improve
catalytic activity with ligand modifications in the axial positions or
with introduction of electron-withdrawing or electron-donating
groups on the axial pyridines, shown in Chart 5.133,134,176 The best
results were obtained with 6-fluoroisoquinoline (TOF = 1000 s�1)
replacing isoquinoline (TOF = 800 s�1) as the axial ligand.133

Llobet and co-workers studied the interactions between the
axial ligands in [Ru(bda)(L)2] (L is 6-methoxyisoquinoline, 14,
and positively-charged 1-methyl-4,4 0-bipyridinium, 15) in more
detail.147 They studied catalytic activity for 14, 15 and an
equimolar mixture of 14 and 15. In addition, the authors also
located TS structures at the M06L level, although in the gas
phase, and extracted quantitative information about L–L inter-
actions in the TS structures. The order obtained for the L–L
interaction energy was 14–14 4 14–15 c 15–15, in agreement
with the experimental results.

Despite the number of reports investigating the effects
of axial ligands and substituents, conclusive guidelines for
catalyst design has been lacking, with some studies changing
several variables at once.134 For example, Ahlquist et al.140

reported DFT studies on [Ru(bda)(4-X-py)2] (X is –H, –Br, –Me,
–COOEt, –OMe, –NMe2) and [Ru(bda)(6-X-isq)2] (X is –H, –F)
and compared their findings with available experimental data
for these catalysts from previous reports. They found no corre-
lation between electronic activation barriers (no TS calculations

were carried out) and the structure of the axial ligands.
They also reported that electron-withdrawing groups improved
catalytic activity. Similar conclusions were reached by Sun and
co-workers with respect to electron-withdrawing groups but they
also concluded that electron-donating groups had a negative effect
on catalysis.134 Experimental results reported by Murata and
co-workers176 for [Ru(bda)(4-X-py)2] (X is –H, –Br, –Me, –COOMe,
–OMe, –CF3) were also inconclusive, and included some
conflicting results. Hammett analysis demonstrated that the
catalytic activities of the complexes toward chemical and
photochemical water oxidation showed no straightforward
dependence on the electronic nature of the substituent group,
with both donating and withdrawing groups able to accelerate
catalysis relative to the parent pyridine complex.176

We designed two separate systematic studies to gain a clear
understanding of the key mechanistic features for these cata-
lysts. Selected results are summarized in Table 3. In one study,
the axial ligands were kept the same as in the original 8 and 80

systems and one or two electron-withdrawing trifluoromethyl
groups were introduced in the 4 and 40 positions of the bda
backbone.98 The goal was to study the effect of redox potentials
of different couples on catalytic activity while maintaining
the same interaction energy between the axial ligands. Since
the RuVQO group is located in the equatorial plane, it was

Chart 5 Chemical structures for variants of the [Ru(bda)(L)2] catalyst
system, including variable axial ligands (L is 6-methoxyisoquinoline in 14,
positively-charged 1-methyl-4,40-bipyridinium in 15, 6-haloisoquinolines,
and 4-halopyridines) and the more electron withdrawing 4-CF3-bda2� and
4,40-(CF3)2-bda2�.
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anticipated that the most influential adjustments would be
in the backbone of the tetradentate bda2� ligand. The series
[(4-R1,40-R2-bda)Ru(L)2] (R1 and R2 are –H or –CF3 and L is
4-picoline or isoquinoline) comprised three catalysts for each
axial ligand with six complexes in total. As expected, changes in
oxidation potentials were observed. The increase in redox
potential is 70–80 mV per CF3 group for RuIII/II couple and
20–30 mV per CF3 group for RuIV/III couple.98 The lesser effect
on the higher oxidation state potentials is consistent with less
overlap between the p system of the ligand and the smaller, less
populated d-orbitals of the more highly oxidized Ru. Careful
kinetic studies using stopped-flow kinetics at pH 1.0 with CeIV

as sacrificial oxidant allowed observation of both kinetic
regimes mentioned above for all six catalysts. To our surprise,
the additional electron withdrawing groups had only a minor
influence on both the bimolecular rate constant, k2,0, and
even the oxidation rate constant, k1,1!98 The relatively small
variance in k1,1 reflects the lesser differences found in the
RuIV/III potentials. Further oxidation to RuV, which may be rate-
determining, is likely to feel an even weaker influence from the
substituents. Considering the minor impact of the CF3 groups
on the oxidation rate constant, the trivial electronic influence
on the bimolecular oxo/oxyl coupling rate constant k2,0 is
no surprise. These results are consistent with this step being
primarily dictated by secondary interactions between catalyst
molecules.

For our second study, we focused our attention on the axial
ligands, examining systematic changes throughout two series
of halogen-substituted ligands.135 We first looked at the halides
as substituents in the 4 and 6 positions of pyridine and
isoquinoline, respectively, while keeping the parent bda2�

backbone. The series [(bda)Ru(4-X-py)2] (X is H, Cl, Br, I) and
[(bda)Ru(6-X-isq)2] (X is H, F, Cl, Br) were prepared. Non-covalent
interactions between the halogens in the TS are expected to
increase from fluorine to iodine as they become more polariz-
able. For each catalyst, k2,0 and k1,1 were determined at pH 1.0
using stopped-flow kinetics. We also located O–O coupling TS
structures and calculated activation parameters for all catalysts
in the two series, as well as the interaction energy between the
axial ligands in the TS structures.

Calculated free energies of activation, DG‡, and experimental
rate constants, k2,0, followed a clear trend with more favourable
ligand–ligand interactions leading to more facile coupling.
Calculated values of DG‡ were always significantly lower for
members of the isoquinoline series compared to their corres-
ponding pyridine analogues. This is consistent with experi-
mental rates and in contrast with the results reported by
Ahlquist et al.140 For both series, the entropic term �TDS‡

was the dominant contributor to DG‡ with negative DH‡ for
all members of the two series except L = pyridine. Plots of
ln(k2,0) vs. DG‡ for each series displayed a linear relationship
according to the Eyring equation. This result is noteworthy
considering DG‡ comes from DFT calculations and k2,0 comes
from experimental measurements. Rate constants for the pyridine
series increased more than 20 times from 3.1 � 105 M�1 s�1 for
X = –H to 7.7 � 106 M�1 s�1 for X = –I.

For the isoquinoline series the changes were more moder-
ate. But careful analysis of the TS structure for 80 led us to
introduce electron-donating groups on the phenyl ring of
isoquinoline to enhance p–p stacking interactions. We added
the complexes with L = 6-OMe-isq and L = 6,7-(OMe)2-isq to the
isoquinoline series and once again our theoretical predictions
were proven right: k2,0 increased from 1.8 � 107 M�1 s�1 for
L = isq to 1.2 � 108 M�1 s�1 for L = 6-OMe-isq and to 3.4 �
108 M�1 s�1 for L = 6,7-(OMe)2-isq, corresponding to about 7
and 20 times enhancement, respectively, with respect to the
parent catalyst. This is once again in complete contrast with
previous studies reporting that electron-donating groups had a
negative effect on catalytic activity.134

It is quite remarkable that for [Ru(bda)(L)2] the catalytic
activity is determined almost exclusively by the non-covalent
interactions between the axial ligands. The calculated ligand–
ligand interaction energies correlated very well with DG‡ and
more specifically with DH‡. The effect of these interactions is to
compensate the high entropic penalty associated with a highly
organized TS, and in doing so, to lower DG‡ for intermolecular
O–O bond formation. Minor ligand modifications led to an
increase in TOF from 22 s�1 for [Ru(bda)(py)2] to 330 s�1

for [Ru(bda)(4-I-py)2] and from 660 s�1 for [Ru(bda)(isq)2] to
1270 s�1 for [Ru(bda)(6-OMe-isq)2].135 These results show the
value of careful and systematic mechanistic studies combining
experiments and DFT calculations.

5. O2 evolution

The last step of the water oxidation cycle involves 3O2 being
evolved and the catalyst re-entering the catalytic cycle. Compared
to the O–O bond formation step, the oxygen evolution step is
significantly less demanding from a free energy point of view.
But in most cases one or more oxidative activation steps are
required between O–O bond formation and O2 evolution, often
with the requirement for a proton loss. In addition, the O2

evolution step can involve a coordination contraction from
seven- to six-coordinate species with re-coordination of one or
two water molecules through associative or dissociative mechan-
isms. If not properly addressed, these mechanistic complications
can become rate limiting. However, in most cases, all steps
following O–O bond formation are faster than the previous
steps, making experimental studies difficult and requiring more
reliance on calculations.

5.1. Single-site catalysts

For Ru-based single-site catalysts, O2 evolution takes place
from six- or seven-coordinate 3[RuIV(Z1-OO)](n�1)+ or 2[RuV(Z1-
OO)]n+.69,70,116,124,126 For the six-coordinate systems (1–5), DFT
calculations suggest the open form of the peroxide (end-on) is
in equilibrium with seven-coordinate 1[RuIV(Z2-OO)](n�1)+ or
2[RuV(Z2-OO)]n+ (side-on peroxide).69,70,116,117 Although the
side-on isomers are believed to be more stable,177 interconver-
sion between the two is not expected to be rate-limiting.117 The
doublet 2[RuV(Z2-OO)]n+ can be also envisioned as a loosely
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bound {2[RuIII]–3O2}n+ complex that is weakly antiferromagne-
tically coupled, with 4[RuV(Z1-OO)]n+ usually being higher in
energy. Oxygen evolution from 3[RuIV(Z1-OO)](n�1)+ yields 3O2

and 1[RuII](n�1)+ or 1[RuII–OH2](n�1)+ and from 2[RuV(Z1-OO)]n+

yields 3O2 and 2[RuIII]n+, 2[RuIII–OH](n�1)+, or 2[RuIII–OH2]n+.
The initial intermediate after O–O bond formation is

RuIII–OOHn+, and oxidative activation is required before O2

can be evolved, eqn (15) and (16). Thermodynamically, the free
energy requirements for the processes in eqn (15) and (16) are
less demanding than for the corresponding RuV/IV and RuIV/III

couples for the aqua complexes. This could be rationalized
again in terms of the difference in pKa values of 4 units between
H2O and H2O2. Assuming E1/2(RuIII–OH2

3+/RuII–OH2
2+) E

E1/2(RuIII–O2H2
3+/RuII–O2H2

2+) and pKa(RuIII–O2H2
3+) �

pKa(RuIII–OH2
3+) E 4, the redox potentials for the pH-dependent

couples of the peroxide should be approximately 0.24 V lower
than the corresponding aqua couples. This translates into
a free energy decrease of 0.24 eV per electron and it has
been corroborated experimentally for 2115 and its analogue
[Ru(Mebimpy)(bpm)(OH2)]2+.116 In addition, the redox couples
involving the peroxide intermediates receive a higher contribu-
tion from electron density being removed from the peroxide
itself while the aqua/hydroxo/oxo couples are more localized on
the Ru center. Nevertheless, it should be noted that the
redox process in eqn (15) is proton-coupled and kinetically
accelerated by i-PCET.

[RuIII–OOH](n�1)+ - [RuIV–OO](n�1)+ + e� + H+ (15)

[RuIV–OO](n�1)+ - [RuV–OO]n+ + e� (16)

5.1.1. Thermodynamic analysis. The need for oxidative
activation of the hydroperoxide species prior to O2 evolution
is easily realized from a thermodynamic analysis for this
process. Scheme 6 shows such an analysis for O2 evolution
from RuIV–OO(n�1)+. Most of the free energy in favour of this
process comes from the PCET oxidation from eqn (15).
�DG(KaIVp) and DG(IVp/IIIp) (steps a and b) need to be sufficient
to compensate DG(O2) = +1.40 eV from eqn (8) (step f).
The protonation free energy �DG(KaIIIp) (step c) is positive
(+0.1–0.24 eV) and will have a negative impact on the overall
DG(O2)IV. Without the contribution from DG(IVp/IIIp), there is not
enough free energy to compensate DG(O2) because DG(IIIp/IIp)
(step d) is usually less negative than �1.0 eV and DG(exch) is

again anticipated to be small and have a minor contribution.
Using available experimental data for catalyst 2, we obtain a
slightly unfavourable DG(O2)IV E +0.30 eV (+6.9 kcal mol�1),
assuming DG(exch) = 0.115

Another important feature that emerges from the thermo-
dynamic analyses for O–O bond formation and for O2 evolution
is that some of the contributors to the free energy appear
in both processes with opposite signs (e.g. DG(IIIp/IIp)).
This implies that some of the factors that favour O–O bond
formation work against O2 evolution, and vice versa.

A similar analysis for O2 evolution from RuV–OO(n+1)+ is
shown in Scheme 7. In this case, the contribution from
DG(IIIp/IIp) (step e) is offset by �DG(III/II) (step g), but there
is additional contribution from DG(Vp/IVp) (step a) which is
usually more negative than �1.0 eV since E1/2 for this couple is
usually above +1.0 V. Therefore, O2 evolution from RuV–OOn+

is more favourable than from RuIV–OO(n�1)+ by DG(Vp/IVp) –
DG(III/II). If the pKaIII of RuIII–OH2

n+ is low and RuIII–OH(n�1)+

is the more stable form, an additional contribution from
DG(KaIII) favours O2 release. For catalyst 2 we obtain DG(O2)V E
�0.17 eV (�3.9 kcal mol�1),115 assuming DG(exch) = 0, a gain of
0.47 eV in favour of O2 evolution from RuV–OOn+ compared to
RuV–OO(n�1)+. Notably, DG(O2)V is also more favourable than
DG(O–O)WNA E �0.06 eV for O–O bond formation for the same
catalyst, reinforcing the key role of the latter in water oxidation.

Aside from thermodynamic considerations, there are impor-
tant advantages for catalysts 9 and 10 compared to 1–5 when it
comes to O2 evolution. For catalysts 1–5 the final step takes place
from a six-coordinate 3[RuIV(Z1-OO)]2+ or 2[RuV(Z1-OO)]3+ and the
catalyst ends as six-coordinate 1[RuII–OH2]2+, 2[RuIII–OH]2+, or
2[RuIII–OH2]3+.69,116,117 An associative mechanism would involve
a highly organized, sterically crowded seven-coordinate TS, in
which both the incoming water molecule and the leaving O2 are
partially bound to the Ru centre, imposing an entropic penalty
on DG‡. If the final product is 2[RuIII–OH]2+, the requirement for
a proton loss introduces an additional mechanistic complica-
tion. On the other hand, a dissociative mechanism will generate
high energy five-coordinate RuII(2+) or RuIII(3+) intermediates
that will impose an enthalpic penalty upon DG‡. For catalysts 9
and 10, the wide angle tetradentate ligands allow for stable
seven-coordinate complexes. O2 evolution takes place from

Scheme 6 Thermodynamic cycle for oxygen evolution from single-site
ruthenium catalysts from RuIV–OO(n�1)+. Green indicates favourable con-
tributions and red indicates unfavourable ones.

Scheme 7 Thermodynamic cycle for oxygen evolution from single-site
ruthenium catalysts from RuV–OOn+. Green indicates favourable contri-
butions and red indicates unfavourable ones.

Chem Soc Rev Review Article

Pu
bl

is
he

d 
on

 0
1 

Se
pt

em
be

r 
20

17
. D

ow
nl

oa
de

d 
by

 U
ni

ve
rs

ity
 o

f 
R

ic
hm

on
d 

on
 0

5/
02

/2
01

8 
18

:4
8:

01
. 

View Article Online

http://dx.doi.org/10.1039/c7cs00542c


This journal is©The Royal Society of Chemistry 2017 Chem. Soc. Rev., 2017, 46, 6170--6193 | 6187

seven-coordinate 3[RuIV(Z1-OO)](n�1)+ or 2[RuV(Z1-OO)]n+ and the
catalyst ends as six-coordinate 1[RuII](n�1)+ or 2[RuIII]n+, without
water in the coordination environment.124,126 They follow a more
facile dissociative mechanism because there is no need for a five-
coordinate intermediate.

5.2. Two-site I2M catalysts

O2 evolution from bridging peroxides has not been studied in
detail, regardless of whether the peroxide is the only ligand
connecting the two metal centres or another bridging ligand
(BL) exists in addition to the peroxide. Experimentally, these
studies have been difficult because the steps following O–O
bond formation are often faster than the rate-limiting step.
Computationally, these studies are more costly because of the
size of the dinuclear systems compared to single-site catalysts.

Llobet and co-workers proposed a mechanism for 12 including
O2 evolution from the RuIII–O–O–RuIII peroxide intermediate.52

This process can occur by direct release of dioxygen or through
an associative mechanism in which water displaces the per-
oxide from one of the metal centres. The mechanism proposed
by Llobet and co-workers involves water attack on one of the six-
coordinate Ru centres through an associative seven-coordinate
TS. In the product HOO–RuIII(BL)RuIII–OH, one of the protons
of the incoming water molecule has been transferred to the
peroxide that now is bound to only one Ru centre as a terminal
hydroperoxide. O2 evolution from this point is analogous to
single-site catalysis.

In the case of catalyst 8, such an associative mechanism is
unlikely. The product of O–O coupling for this catalyst is a
RuIV–O–O–RuIV peroxide where both Ru centres are seven-
coordinate. This inhibits water attack on these centres. Direct
O2 evolution from RuIV–O–O–RuIV or further oxidized
RuV–O–O–RuIV to simultaneously generate three molecules is also
unlikely. A more plausible scenario is through intramolecular
disproportionation from RuIV–O–O–RuIV to RuIII–O–O–RuV.
Seven-coordinate RuIII is unstable and de-coordination of the
peroxide ligand generates two monomeric units: six-coordinate
RuIII and seven-coordinate RuV–OO. Oxygen evolution from the
latter can follow as in the single-site O2 evolution process
discussed above for 9 and 10. This pathway is currently being
explored with DFT calculations.

6. Catalyst design
6.1. Summary of catalyst optimization strategies

The previous sections have shown with selected examples that
thoughtful catalyst design can manipulate the favourability
of each step in water oxidation catalysis and improve overall
catalytic rates. Detailed kinetic studies elucidating the operative
mechanism and rate-determining step allow for appropriate
adjustments to be made in future studies. Scheme 8 outlines
the two major mechanisms for WOC and includes factors that
facilitate each step.

Oxidative activation steps require facile water coordination
and PCET oxidations. For catalysts which are coordinatively

saturated before water binding, this step can be facilitated by
multidentate ligands with labile groups that can de-coordinate
to allow a water molecule into the coordination sphere. Such is
the case for catalysts 8 and 10, in which a carboxylate group is
labile enough in the RuIII state.126 This is in contrast to related
catalyst 9, whose phosphonate ligands are more tightly bound
and does not bind water until it reaches RuIV. Llobet and
coworkers have also utilized this strategy in a complex similar
to 8, but with a tpy backbone instead of bpy, [Ru(tda)(py)2] (tda2�

is [2,20:60,200-terpyridine]-6,600-dicarboxylate, py is pyridine).127

The steps to oxidatively activate the metal-bound water
molecule to reach a reactive RuQO can be accelerated in a
couple of different ways. Oxidations associated with proton loss
can be accelerated by a properly positioned base. Uncoordinated
carboxylate groups such as those in 8, 10, and [Ru(tda)(py)2] are
oriented to hydrogen bond with a metal-bound water molecule,
ready for a fast i-PCET oxidation. Slow oxidation steps have also
been shown to benefit from the use of a redox mediator with very
fast intermolecular electron-transfer rates, such as [Ru(bpy)3]2+.
This has been demonstrated for both WNA catalysts (e.g., 3)158

and I2M catalysts (e.g., 8).174,178

There is another important aspect to be considered in the
oxidative activation of the metal-bound water molecule: ana-
tion of RuIII–OH2

n+. This deleterious process can delay or even
prevent access to the required higher oxidation states in the
catalytic cycle. There are three ways to circumvent or alleviate
this process: (1) use ligands with strong p-accepting or electron-
withdrawing capabilities to decrease pKaIII, making RuIII–OH(n�1)+

the dominant form in solution, (2) significantly increase the
electron density on the Ru centre with strong s donors to
decrease affinity of RuIII–OH2

n+ for anions, and (3) increase
ligand exchange rates at the active site to prevent anion release
from being rate limiting.118 This can be accomplished with
trans effects or by introducing bulky groups in close proximity
to the active site.

The key to accelerating the APT O–O bond-forming step in
the WNA mechanism for electrophilic RuVQO’s is mediating

Scheme 8 Overview of water nucleophilic attack (WNA) and oxo–oxo
coupling (I2M) mechanisms for water oxidation catalysis, with strategies
for facilitating the various steps in green.
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the proton transfer from the incoming water molecule. Bases in
solution have been shown to accelerate this step,70 but it is
most effectively done with a pre-positioned base as a part of the
catalyst molecule. This strategy is operative in [Ru(tda)(py)2] at
moderate to basic pH127 and in 9 even at pH 1.124 Though the
pendant base in 9 allows for fast i-APT in the O–O bond-forming
step, the more tightly coordinating bpa4� ligand prevents water
binding at RuIII, preventing the aforementioned i-PCET oxida-
tions mediated by the bda2� ligand in 8. This led to the design of
10, in which the hybrid bda2�/bpa4� ligand bpc3� retains
both the fast i-APT O–O bond formation from the pendant
phosphonate and the fast i-PCET catalyst oxidative activation
from the carboxylate. This design, driven by detailed mecha-
nistic understanding, led to the development of the fastest
low-pH, single site water oxidation catalysts known to date.126

On the other hand, I2M catalysts benefit from favourably
positioning the two RuQO units to form an O–O bond between
them. Improving mononuclear catalysts such as 8 must be
done by optimizing secondary interactions between individual
catalyst molecules in the key bimolecular step.135 This is clearly
illustrated in studies involving series of 8 and 80 with various
substituents in the 4- and 6-positions of the pyridine and
isoquinoline ligands, respectively. Experimental rate constants
and calculated activation barriers both corroborate the more
favourable secondary interactions leading to faster coupling.135

Dinuclear I2M catalysts have lower entropic barriers because
they do not require a bimolecular step, but the O–O coupling
step is sensitive to the positioning of the two active sites. Rigid
ligand frameworks restrict the metal centres’ mobility and thus
dictate the mechanism,179 seen in the comparison of related
catalysts 12 and 13, which go through I2M and WNA pathways,
respectively.146 Thoughtful ligand design can place the active
sites for optimal coupling.54,180 More flexible assemblies link-
ing fragments resembling mononuclear catalysts allow the two
sites to interact more freely and still reduce the entropic
barrier. Such systems linking units of 8 have been effective
(TOFs up to 40 s�1),105,181 but have so far been unable to
reproduce the higher TOFs reached by the mononuclear deri-
vatives of 80 (41000 s�1).133,135

An important component of catalyst optimization for both
types of catalyst is the driving force for O–O bond formation
and the factors that affect it, as discussed in Section 4. For all
catalysts, a large fraction of the driving force comes from
the two oxidations approaching the O–O bond-forming step,
typically E1/2(V/IV) and E1/2(IV/III). Ideally, these are very close
in potential and just high enough to drive the reaction.

The Ru–OOH resulting from WNA or disproportionation of a
Ru–O–O–Ru dimer must be oxidatively activated to provide the
driving force for favourable release of O2. As in the case of the
initial oxidation steps, these are accelerated by i-PCET, avail-
able to 9 and 10, with a pendant phosphonate positioned to
hydrogen bond with the hydroperoxide proton and relay it from
the active site.

O2 release can occur by either an associative or dissociative
mechanism, concomitantly with two-electron reduction of the
metal centre. This process is more favourable for systems that

can avoid unstable intermediates: crowded 7-coordinate
species in associative mechanisms or high-energy 5-coordinate
species in dissociative mechanisms. This is difficult for tradi-
tional octahedral catalysts such as 1–5. Catalysts 8–10 have
ligands with wide bite angles that allow them to access stable
7-coordinate RuV–OO species, which can simply dissociate O2 to
form a stable 6-coordinate RuIII complex.

6.2. Solution vs. surface activity

An important aspect regarding water oxidation with homo-
geneous catalysts in solution is how their catalytic activity
translates to the corresponding ‘‘heterogenized’’ version with
the catalyst immobilized on an electrode surface.74,115 This is
particularly relevant for potential applications in artificial
photosynthesis and electrosynthesis, for which the catalyst
must be integrated on the surface of an electrode. Photo-
chemical and photoelectrochemical applications additionally
require incorporation with chromophores and/or semiconduc-
tors to serve the function of photoanode. In addition to catalytic
activity, there are other aspects that need to be considered when
it comes to integration: Is the catalyst amenable to incorporation
into chromophore-catalyst assemblies? Can anchoring groups be
easily introduced in the catalyst structure? Can they be co-loaded
with chromophores? Are anchoring groups, linking groups, and
assemblies stable during catalysis? Are the different intermediates
of the catalyst competing with the chromophores for light absorp-
tion? Is catalytic activity maintained on the surface? Is the same
mechanism operative in solution and on the surface?

Bimolecular catalysts such as 8 and 80 are among the most
active towards water oxidation in solution with very low over-
potentials. They are easily functionalized with anchoring groups,
typically acidic or aromatic groups attached to the axial ligands,
and are also amenable for incorporation into chromophore-
catalyst assemblies, e.g. tethering the axial ligands to a Ru(bpy)-
based photosensitizer.148,170,182–189 In addition, most of the
intermediates in the catalytic cycle are poor absorbers, making
detrimental light absorption by the catalyst a minimal issue
with these catalysts.

Unfortunately, the requirement of two catalyst molecules having
to interact in a very specific arrangement for fast bimolecular
O–O bond formation restricts the ability of Ru–bda catalysts to
function in surface-bound conditions.170 While in solution
the high entropy penalty is offset by favourable secondary
interactions, this is largely prevented for site-isolated catalyst
molecules, except a small fraction of which have the right
orientation for bimolecular O–O bond formation. The bda2�

catalysts have a much higher barrier for single-site catalysis.124,126

As a result, the catalytic activity of bda2�-based catalysts is severely
inhibited when anchored to a surface.

Multinuclear catalysts that oxidize water via intramolecular
O–O bond formation, such as 11 and 12, are not as active as the
bda2� family, but their pre-positioned nature allows them
to retain their solution activity when immobilized.57,58,190

Their drawback is the synthetic difficulty when it comes to
incorporation into chromophore-catalyst assemblies or even
the introduction of functional groups for anchoring purposes.
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Their overpotentials are also significantly higher than for
[Ru(bda)(L)2]. In addition, these catalysts are typically strong
light absorbers, even in the high oxidation states of the catalyst,
due to their highly conjugated ligand frameworks and strong
coupling across the bridge.

Single-site catalysts such as 1–5 have several advantages for
the purpose of electrode immobilisation. Their synthesis is
much simpler, making them amenable to incorporation into
chromophore-catalyst assemblies or to functionalization
with anchoring groups.115,158,165,191–200 Light absorption by
the species involved in the catalytic cycle is very poor and,
most importantly, their catalytic activity is retained on
surfaces.115,194 They typically have two major drawbacks: their
catalytic activity is relatively poor, and catalysis takes place at
high overpotentials.

The design of catalysts 9 and 10 addresses the drawbacks of
typical polypyridyl–Ru single site catalysts such as 1–5, and are
expected to perform accordingly in upcoming surface studies.
The multifunctional bpaH2

2� ligand in 9 and 90 lead to improved
activity by reducing the entropic barrier in the TS.124 Introduc-
tion of the i-APT pathway led to significant enhancements in
TOFs but they still fell short of the required rates and display
very high overpotentials. Hybrid bpcH2� catalysts 10 and 100

retain the i-APT pathway provided by the phosphonate group
from 9 and 90, and the labile carboxylate group enables i-PCET
pathways to take place in the oxidative water activation steps,
thereby reducing the overpotential.126 10 and 100 achieve by far
the highest TOFs of any single-site catalyst at pH 1.0, and rival
those of bimolecular 8 and 80 and the OEC. Their overpotentials
are 200 mV lower compared to 9 and 90, although still higher
than 8 and 80. It remains to be seen how well they perform when
isolated on an electrode surface or incorporated into a dye-
sensitised photoelectrosynthesis cell (DSPEC).

7. Conclusions

O–O bond formation is the key step in water oxidation catalysis.
This first half of the reaction accounts for at least 70% of the
free energy requirement to carry out this reaction and catalytic
rates are often limited by this step. Detailed mechanistic
understanding of how it takes place is paramount for the
development of efficient water oxidation catalysts. Further-
more, other stages of the water oxidation cycle such as catalyst
oxidative activation and oxidative activation of peroxide or
hydroperoxide intermediates also have to be considered. Intra-
molecular or bimolecular O–O coupling provides an efficient
pathway for the key O–O bond formation step and catalysts
following this mechanism are among the best artificial water
oxidation catalysts known to date. But careful consideration
must be taken when trying to incorporate these catalysts into
solar cell devices, particularly bimolecular ones since their
catalytic activity is severely inhibited when site-isolated on an
electrode surface.

The origination of the single-site WNA/APT mechanism in
2008 by Meyer and co-workers opened the door for the

systematic study of water oxidation catalysts following this
pathway. One important aspect of this mechanism is the
requirement for a proton loss in the O–O bond formation step.
This realization led to the introduction of strategically positioned
proton acceptor groups as part of the structure of the catalyst
enabling the low activation energy i-APT pathway. Hybrid catalysts
combine this pathway with low barrier i-PCET pathways in
oxidative water activation and oxidative activation of peroxide
or hydroperoxide intermediates to carry out efficient single-site
water oxidation catalysis. They represent a promising platform
for artificial photosynthesis and may provide mechanistic
insight and support in favour of a WNA mechanism in the OEC.
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